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ABSTRACT 

� part of the OECD-sponsored Three Mile Island Unit 2 (TMI-2) Vessel 
Investigation Project (VIP), margin-to-failure calculations for mechanisms having the 
potential to threaten the integrity of the vessel were performed to improve 
understanding of events that occurred during the TMI-2 accident. Analyses considered 
four failure mechanisms: tube rupture, tube ejection, global vessel failure, and localized 
vessel failure. Calculational input was based on data from the TMI-2 VIP examinations 
of the vessel steel samples, the instrument tube nozzles, and samples of the hard layer 
of debris found on the TMI-2 vessel lower head. Sensitivity studies were performed to 
investigate the uncertainties in key parameters for these analyses. 

iii 



CONTENTS 

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii 

LIST OF FIGURES . . . . .. . . . . . . .. . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . .. . . . .  ix 

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii 

EXECUTIVE SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XV 

ACKNOWLEDGMEN'I'S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xix 

ACRONYMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  xxi 

NOMENCLATURE ....................................................... xxiii 

FOREWORD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxxiii 

1. INTRODUCfiON . . . . . ... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . .  1 - 1  

1.1 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 - 1  

1.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 - 1  

1.3 Report Content . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 -3 

1.4 Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 -4 

2. TMI-2 ACCIDENT DATA AND RELOCATION SCENARIO DESCRIPTION . .. . . .  2- 1 

2.1 Measured Plant Data and Examination Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2- 1 

2.1.1 Instrumentation Data . . . . . ... . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . ... 2-1 
2.1.2 SRM Data and Analysis . . . . . . . . . . . . . . . . . ... . . . . . . . . . . . .. . . . . . . . 2-1 
2.1.3 SPND Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-4 
2.1.4 Core Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-6 
2.1.5 Lower Head Debris . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-6 
2.1.6 TMI -2 Lower Head Video Inspection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-8 

2.2 TMI -2 VIP Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-8 

2.2.1 Lower Head Temperatures .. . . . . . . . . . . . . .. . . . . . . . . . . . . .. . . .. . . . . 2-8 
2.2.2 Lower Head Debris Properties . . . . . . . . . . .. . . . .. . . . . .. . . . . . . . ... . 2- 10 
2.2.3 Melt Decay Heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-1 1 
2.2.4 Nozzle Ablation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-1 1  
2.2.5 Composition of Melt Attached to Nozzles ... . ... . . . . . . . ... . ... . . . . .  2- 1 1 

v 



22.6 Melt Flow Through Nozzles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-15 
2.2.7 Nozzle Temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2- 1 7  

2.3 Relocation Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2- 1 7  

2.4 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2-20 

3. SCOPING CALCULATIONS FOR MELT RELOCATION AND THERMAL 
R'ESPONSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-1 

3.1  Study of Melt Penetration through TMI-2 Instrumentation Nozzles . . . . . . . . . . . . .  3-·1 

3 . 1 . 1  TMI-2 Instrumentation Nozzles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3- 1 
3 .1 .2 M()del Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0 • • • • • • • • • • • • • • • •  3-3 
3 . 1 .3 Model Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-8 
3. 1 .4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-10 
3 .1 .5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3- 1 2  

3.2 Jet Impingement and Thermal Response Calculations . . . . . . . . . . . . . . . . . . . . . . 3-13 

3.2. 1 Melt Relocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-14 
3.2.2 Jet Impingement and Vessel Thermal Response . . . . . . . . . . . . . . . . . . . . . 3-17 
3.2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3- 28 

3.3 Summary for Melt Relocation and Thermal Response Calculations . . . . . . . . . . . . 3-31 

3.4 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-32 

4. SCOPING CALCULATIONS FOR STRUCfURAL RESPONSE AND MARGIN-TO-
FAILURE. ESTIMA1'ES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0 .  4-1 

4.1 Margin-to-Failure Background . . . .  0 • • • • •  0 0 • • • • • • • • • • • •  0 • •  0 • •  0 • • •  0 0 • • •  0 • 4-1 

4. 2 Scoping Analysis for TMI Penetration Tube Weld Failure . . . .  0 0 • •  0 • • • •  0 • • • 0 • 4-2 

4.2.1 Model Description 0 • •  0 0 • • • 0 0 0 • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 4-2 
4.2.2 Input Assumptions . . . .  0 • • • • • • • • • •  0 • •  0 0 • •  0 0 0 0 0 • 0 0 0 0 • 0 • • • • • • • • • •  4-3 
4.2.3 Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-3 
4.2.4 Results . . . . . . . . . . . 0 • 0 • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 4-6 
4.2.5 Discussion . . . . . . o 0 • • • 0 • • • • • • • • • 0 • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 4-7 

4.3 Ex-Vessel Instrument Tube Failure . . . . .  0 0 • • • • • • • • • • • • • • •  0 0 • • • • • • • 0 • • • • •  4-7 

4.3. 1 Calculations . . . . . . . . . . . . . . . . . . . 0 0 • • •  o 0 0 0 0 • • • • • • • • • • • • • • • • • • • • 4-7 
4.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . �-8 

vi 



4.4 Global V�sel Rupture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4-8 

4.4. 1 Input Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-9 
4.4.2 Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4-10 
4.4.3 Global Rupture Analysis Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-14 
4.4.4 Conclusions from the Global Rupture Analysis . . . . . . . . . . . . . . . . . . . . . . 4-17 

4.5 Localized Vessel Failure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-18 

4.5. 1 Thermal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4-18 
4.5.2 Structural Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-22 
4.5.3 Results of Thermal and Structural Response . . . . . . . . . . . . . . . . . . . . . . . . 4�25 
4.5.4 Conclusions and Comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-50 

4.6 Conclusions from Margin-to-Failure Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . 4-50 

4. 7 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-51 

5. SCOPING CALCULATIONS TO INVESTIGATE DEBRIS COOLING AND 
FAILURE CRITERION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-1 

5. 1 Slow and Rapid Cooling Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-1 

5. 1.1 Slow Cooling Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-2 
5. 1 .2 Rapid Cooling Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-1 1  
5. 1 .3 Debris Configurations to Obtain Required Cooling Rates . . . . . . . . . . . . . . 5-22 
5. 1 .4 Changes in Lower �ead Debris Internal Energy after Relocation . . . . . . . . 5-37 

5.2 Mechanical Instability Failure Criterion Analyses . . . . . . . . . . . . . . . . . . . . . . . . . . 5-46 

5.2. 1 Effects of Including Tertiary Creep . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-46 
5.2.2 Effects of Failure Criterion on Slow Cooling Analysis Results . . . . . . . . . . . 5-47 
5.2.3 Effects of Failure Criterion on Rapid Cooling Case Results . . . . . . . . . . . . 5-58 

5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-61 

5.4 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-63 

6. SUMMARY AND CONCLUSIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6-1 

6. 1 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6-3 

6.2 Insights from Calculations and Severe Accident Implications . . . . . . . . . . . . . . . . . . 6-5 

Appendix A-Modeling Input . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . A-1 

Appendix B-Supporting Information for Melt Penetration Calculations . . . . . . . . . . . . . . . . B-1 
I 

vii 



Appendix C-TMI Model Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . C-1 

Appendix D-Best Estimate Calculations for Tube Weld Failure . . . . . . . . . . . . . . . . . . . . . D-1 

Appendix E-Results from Verification Calculations for Localized Effects Model . . . . . . . . . E-1 

viii 



LIST OF FIGURES 

1 -1. Flow diagram of scoping calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 -2 

2-1. RCS pressure with timing of significant events noted . . . . . . . . . . . . . . . . . . . . . . . . . . 2-2 

2-2. RCS pressure from reactor scram to 17 hours . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-2 

2-3. Cold leg temperatures from 0 to 17 hours . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-3 

2-4. Cold leg temperatures between 220-230 minutes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-3 

2-5. SRM count rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-4 

2-6. Elevations of SPND levels within the core . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2-5 

2-7. SPND level 1 alarm timing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-6 

2-8. End state core configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-7 

2-9. Depth of hard layer of solidified debris. (Contour lines designate distance between a 
"hard stop" from probe tests and the bowl-shaped lower head.) . . . . . . . . . . . . . . . . . . 2-9 

2-10. Hot spot location on lower head . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-10 

2-1 1 .  Three-dimensiqnal figure o f  nozzle end state in the lower head . . . . . . . . . . . . . . . . . 2-12 
' 

2-12. Lower head core support assembly 

3-1 .  TMI-2 instrumentation nozzle map 

I 
3-2. Area of debris versus distance from nozzle base for nozzles 010, Ell, H5, H8, L6, 

2-19 

3-2 

and M9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3-3 

3-3. Geometry of melt formations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-4 

3-4. Melt penetration model geometries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3-6 

3-5. Melt velocity plotted as a function of dimensionless penetration distance . . . . . . . . . . 3-10 

3-6. Thermal loading from jet impingement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-18 

3-7. Model for TMI-2 thermal analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-19 

3-8. Case 2 vessel inner surface temperatures (0 to 200 seconds) . . . . . . . . . . . . . . . . . . . 3-23 

3-9. Case 2 vessel inner surface temperatures (0 to 21 ,600 seconds) 3-23 

ix 



3-10. Case 2 vessel inner surface temperatures as a function of angle at 2 1,600 seconds . . . 3-25 

3-1 1 .  Case 2 crust thicknesses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3-25 

3-12. Caae 2 heat transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-27 

3-13. Case 2 heat fluxes at centerline (0 degrees from the vertical) . . . . . . . . . . . . . . . . . . . 3-27 

3-14. Nominal case results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-29 

3-15. Lower bound case results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-30 

4-1. Schematic of instrument tube penetration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-4 

4-2. Schematic of instrume�t tube and vessel showing location of unistrut support . . . . . . . 4-5 

4-3. Schematic of instrument tube penetration showing applied loads, shear stress and weld 
buildup material . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-5 

4-4. Schematic of cbnfiguration used to evaluate ex-vessel tube rupture . . . . . . . . . . . . . . . 4-9 

4-5. Force equilibrium for vessel internal pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-10 

4-6. Creep damaged vessel capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-11 

4-7. Global creep rupture model flow diagram . . . . .. . .. . ... . . . . . . .. .... . . . . .. .. 4-13 

4-8. Nominal case results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-15 

4-9. Lower-bound case results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-16 

4-10. Global failure times predicted for constant pressure and temperatures . . . . . . . . . . . . 4-17 

4-11. Mesh of two-dimensional continuum axisymmetric finite element model for 
determining time-dependent temperature distributions in the reactor vessel wall 4-19 

4-12. Two-dimensional thermal analysis boundary conditions . . . . . . . . . . . . . . . . . . . . . . . 4-21 

4-13. Temperature distribution associated with lower-bound background heat fluxes . . . . . . 4-26 

4-14. Distributions of 100% damaged ligaments at various times after debris relocation in the 
lower-bound background temperature problem .. .. .. ..... .. .. . . . .. . . . .. . . .. 4-28 

4-15. D!stribution of 100% damaged ligaments just prior to failure (1.91 hours after debris 
relocation) in the lower-bound background temperature problem .. .. . ..... . ... .  4-29 

4-16. wwer-bound background temperature problem results 

X 

4-30 



4-17. Temperature distribution associated with hot spot on cool (600 K) background . . . . .  4-35 

4-18. Hot spot on cool (600 K) background problem results . . . . . . . . . . . . . . . .. . . . . . . . 4-39 

4-19. Distribution of 100% damaged ligaments at 1,000 hours after debris relocation into hot 
spot on cool (600 K) background transient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-41 

4-20. MF-1 calculation for hot spot on cool background problem results . . . . . . . . . . . . . . 4-43 

4-21. Distribution of 100% damaged ligaments at 1,000 hours after debris relocation into 
MF-1 calculation for hot spot on cool background . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-44 

4-22. MF-2 calculation for hot spot on cool background problem results . . . . . . . . . . . . . . 4-45 

4-23. Distribution of 100% damaged ligaments just prior to failure (10 hours after debris 
relocation) in MF-2 calculation for hot spot on cool ( 600 K) background . . . . . . . . . 4-46 

4-24. MF-3 calculation for hot spot on cool background problem resutts . . . . . . . . . . . . . . 4-47 

4-25. Distribution of 100% damaged ligaments just prior to failure (82 hours after debris 
relocation) in MF-3 calculation for hot spot on cool ( 600 K) background . . . . . . . . . 4-48 

4-26. Temperature distribution associated with hot spot on lower-bound background at 
2 hours after debris relocation into transient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-49 

4-27. Distribution of 100% damaged ligaments just prior to failure (1.5 hours after debris 
relocation) in hot spot on lower-bound background problem . . . . . . . . . . . . . . . . . . . 4-49 

5-1. Temperature distribution of hot spot on 50% of nominal background heat fluxes . . . . 5-3 

5-2. Results for case with hot spot on 50% of nominal background heat fluxes . . . . . . . . . . 5-4 

5-3. Distribution of 100% damaged ligaments at various times for the hot spot on 50% of 
nominal background heat fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-5 

5-4. Temperature distribution of hot spot on 25% of nominal background heat fluxes . . . . 5-6 

5-5. Results for case with hot spot on 25% of nominal background heat fluxes . . . . . . . . . . 5-7 

5-6. Distribution of 100% damaged ligaments at various times for the hot spot on 25% of 
nominal background heat fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  5-8 

5-7. Results for case with hot spot on 25% of nominal background heat fluxes when 
pressure depression is absent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-9 

5-8. Change in damage distribution when pressure depression is absent . . . . . . . . . . . . . . 5-10 

xi 



5-9. Temperature distribution of hot spot on 33% of nominal background heat fluxes . . .  5-12 

5-10. Results for case with hot spot on 33% of nominal background heat fluxes . . . . . . . . .  5-13 

5-11. Distribution of 100% damaged ligaments at various times for the hot spot on 33% of 
nominal background heat fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-14 

5-12. Heat flux history in hot spot region for rapid cooling cases . . . . . . . . . . . . . . . . . . . . 5-16 

5:-13. Surface temperature underneath hot spot following i�itiation of rapid cooling . . . . . . 5-16 

5-14. Evolution of temperature profile in vessel following initiation of rapid cooling . . . . . . 5-17 

5-15. Results for case with rapid cooling of hot spot on 33% of nominal background heat 
fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-21 

5-16. Results for case with rapid cooling of hot spot on 50% of nominal background heat 
fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-23 

5-17. Distribution of 100% damaged ligaments at various times for rapid cooling of hot spot 
on 50% of nominal background heat fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-24 

5-18. Debris geometry for estimating crack and gap cooling . . . . . . . . . . . . . . . . . . . . . . . . 5-26 

5-19. Control volume for internal energy calculations . .. . . .. . . . . . . . . .. . . . . .. . .  - . . . 5-38 

5-20. Combined high pressure injection and makeup flow into the RCS . .. . . .. ... . . .. .  5-41 

5-21. Letdown flow rate of coolant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-41 

5-22. Pilot-operated relief valve flow rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-43 

5-23. Change in debris internal energy versus coolant quality . . . . . . . . . . . . . . . . . . . . . . . 5-45 

5-24. Comparison of results obtained with and without tertiary creep for the nominal case 
without a hot spot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-47 

5-25. Distribution of ligaments experiencing tertiary creep at various times for the nominal 
case without a hot spot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-48 

5-26. Comparison of results for cases with a hot spot on various nominal heat fluxes . . . . . 5-49 

5-27. Comparison of results for cases with a hot spot on 50% and 62.5% nominal heat fluxes 5-49 

5-28. Distribution of ligaments experiencing tertiary creep at various times for the 100% 
nominal case with a hot spot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-50 

xii 



5-29. Distribution of ligaments experiencing tertiary creep at various times for the 75% 
nominal case with a hot spot·. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5-51 

5-30. Distribution of ligaments experiencing tertiary creep 'at various times for the 62.5% 
nominal case with a hot spot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 - 5 2  

5-31. Distribution of ligaments experiencing tertiary creep at various times for the 50% 
nominal case with a hot spot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 - 5 3  

5- 32. Comparison of results with and without rapid cooling for a 62.5% nominal case with a 
hot spot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5- 5 4  

5-33. Comparison of results with and without rapid cooling for a 7 5% nominal case with a 
hot spot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5- 5 4  

5-34. Results for a 80% nominal case with a hot spot and rapid cooling . . . . . . . . . . . . . . . 5-55 

5-3 5. Comparison of results for rapid cooling on various nominal heat fluxes with a hot spot 5- 55 

5-36 . Distribution of ligaments experiencing tertiary creep at various times for the 62.5% 
nominal case with a hot spot and rapid cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5- 5 6  

5-37. Distribution of ligaments experiencing tertiary creep at various times for the 75% 
nominal case with a hot spot and rapid cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5- 5 7  

5 -3 8. Distribution of ligaments experiencing tertiary creep at various times for the 80% 
nominal case with a hot spot and rapid cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 - 60 

6-1. Flow diagram illustrating margin-to-failure calculations performed in this study . . . . . . 6-2 

LIST OF TABLES 

2- 1. Composition of debris in contact with nozzles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-13 

2-2. Melt constituents on nozzle surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-1 5 

2-3. Melt penetration elevation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2- 16  

2-4. Wire probe test results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-1 6 

2-5. Microhardness measurements . . . . . . . . . . . ... . . . . . . . . . . . . . . .. .... . . . . . . . .  2 - 1 8 

3-1. Comparison of measured melt penetration and model predictions . . . . . . . . . . . . . . .  3-12 

3-2. Maximum model predictions of melt penetration distance . . . . . . . . . . . . . . . . . . . . . 3-13 

3-3. TEXAS cafculational results 3- 1 6  

xiii 



3-4. Vessel thermal response calculation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3-21 

4-1 .  Ultimate strength margin to failure for instrument tube weld failure . . . . . . . . . . . . . . 4·6 

4-2. Time to creep failure for instrument tube weld failure . . . . . . . . . . . . . . . . . . . . . . . . . 4·6 

4-3. Time step selection in thermal analysis versus time interval . . . . . . . . . . . . . . . . . . . . 4-20 

4-4. Comparison of stress status at shell bottom (node 1) and most heavily damaged region 
(node 120) at 1 .44 hours into lower-bound transient . . . . . . . . . . . . . . . . . . . . . . . . . 4-31 

4-5. Stress states in most heavily damaged region (node 120) at 1 .91 hours into lower-
bound transient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4-33 

4-6. Peak temperatures of inner surface nodes in high heat flux region . . . . . . . . . . . . . . . 4-33 

4-7. Stress distributions at bottom of shell at various times during transient (hot spot on 
cool background) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4-40 

5-1. Summary of input assumptions for enhanced cooling calculations . . . . . . . . . . . . . . . . 5-26 

5-2. Results for estimating the number of cracks to cool TMI-2 debris . . . . . . . . . . . . . . . 5-35 

5-3. Results for estimating heat transfer coefficient through a debris-to-vessel gap . . . . . . 5-36 

5-4. Results for estimating change in debris internal energy . . . . . . . . . . . . . . . . . . . . . . . 5-44 

xiv 



EXECUTIVE SUMMARY 

As part of the Three Mile Island Unit 2 (TMI-2) Vessel Investigation Project (VIP), margin
to-failure calculations were performed to increase understanding of events that occurred during 
the TMI-2 accident. Because there is considerable uncertainty in input parameters for these 
calculations, analyses relied upon methods with closed-form or simplified numerical solution 
techniques so that a large number of cases could be evaluated. 

Calculations were performed to consider tube and vessel failure mechanisms. Results from 
these calculations illustrate uncertainties in the ability of current models to predict debris behavior 
and vessel response during a severe accident. Results from thermal and structural response 
calculations combined with the relatively rapid vessel cooling indicated by metallurgical 
examinations indicate that debris cooling occurred that was not evident from companion sample 
examinations and that is not currently considered in severe accident analysis models. In addition, 
analysis results suggest that a stress-based failure criterion may be too conservative for predicting 
failure. Furthermore, the large uncertainty in methods for predicting vessel failure precluded an 
accurate assessment of the margin to failure during the TMI-2 event. Little, if any, validation has 
been performed on methods used to predict melt/water interaction, molten pool behavior, cooling 
in debris that solidifies after relocation, and structural creep failure in a severe accident. 
Therefore, analysis results should only be viewed as providing insight into areas, such as assessing 
what failure mechanisms were plausible during the TMI-2 event, quantifying for which failure 
mode there existed the smallest margin during the TMI-2 event, and emphasizing areas where 
additional research is needed in severe accident analysis. Major conclusions and insights from 
these calculations are listed below. 

• Tube failures have been eliminated as potential failure mechanisms during the TMI-2 event. 

Melt penetration calculations indicate that ceramic melt would not penetrate below the 
vessel head. Therefore, ex-vessel tube rupture calculations were performed assuming 
tube temperatures consistent with the vessel coolant temperatures. Because such 
temperatures were expected to result in very high margins to failure, a constant upper 
system pressure of 15 MPa was applied in the tube failure calculations. Results indicate 
that the margin to failure for this mechanism was very high. 

Prior to performing a tube ejection analysis, a weld failure analysis was performed to 
determine if the weld holding the nozzle to the vessel failed. Since it is not known if the 
hot spot temperatures occurred at the same time that the RCS was repressurized to 
15 MPa,' weld failure calculations were conservatively performed assuming that peak 
temperatures and pressures occurred simultaneously. Results indicate that even for these 
very conservative assumptions, there was considerable margin in the weld's integrity. 
Therefore, there was no need for a tube ejection analysis. 

• Debris coo,ling occu"ed within the first 2 hours after debris relocation. 

Vessel thermal response calculation results indicate that only a case with "lower-bound" 
input assumptions for parameters, such as debris decay heat, vessel outer heat transfer 
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coefficient, and deb;is-to-vessel gap resistance resulted in global peak temperature 
predictions consistent with the boat sample examination data, namely that vessel 
temperatures remain below values where the material undergoes a transition from ferritic 
to austenitic steel. However, temperatures for this lower-bound case do not reflect the 
10 to 100 K/min cooling rate deduced from boat sample examination data. 

The potential for the vessel to experience a global failure was evaluated for vessel 
temperature distributions based upon nominal and lower-bound input assumptions 
consistent with companion sample data. Global failure was predicted to occur at 1. 7 
hours after relocation for the nominal case and 2.3 hours after relocation for the lower
bound case. Subsequent parametric studies indicate that failure will be predicted for 
global vessel temperatures above 700 to 800 K, if the reactor vessel is maintained at 
pressures near the operating pressure. Although the magnitude of cooling required was 
decreased when a stress-based failure criterion was replaced with a mechanical instability 
failure criterion, analyses indicate that debris cooling must have occurred within 
approximately 2 hours after debris relocation in order to prevent global failure. 

Finally, an energy balance based on parameters directly measured or inferred from data 
measured during the accident indicates that the debris must have cooled after relocation. 
Calculations were conservatively performed by neglecting heat losses to the vessel and 
internal structures. Input parameters, such as debris decay heat, coolant injection rates, 
and relief val�e flow rates were quantified based upon data measured during the accident 
or inferred from data measured during the accident. For all of the cases evaluated, 
which included upper-bound and lower-bound estimates on debris decay heat and mass 
flow rates, the debris is predicted to cool in the time period between debris relocation 
and vessel repressurization. 

• Enhanced debris cooling may have occu"ed via coolant traveling in channels within the 
debris and in channels between the debris and the vessel. 

Although there are insufficient TMI-2 data to determine the exact mechanisms that 
caused the debris to cool, scoping calculations were performed to quantify the magnitt.de 
of cooling needed in order to obtain results consistent with metallurgical examination 
data. Results indicate that both "slow•• cooling (via coolant flowing through channels 
within the debris bed) and "rapid" cooling (via coolant flowing between the debris and 
the vessel) were needed in order for the vessel thermal response to be consistent with 
metallurgical examination data. Calculations indicate that coolant traveling through a 
negligible volume of channels within the debris bed (i.e., much less than 1% of the debris 
bed volume) and a very small gap thickness (e.g., as small as 1 mm) would provide 
sufficient cooling. 

• It is possible for the vessel to withstand the hot spot temperatures and durations infen·ed 
from the vessel metallurgical examinations if the balance of the vessel remains relatively 
cool. 

· 

Jet impingement calculations indicate that the magnitude and duration of hot spot 
temperatures estimated in TMI vessel examinations were not due to debris from an 
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impinging jet. This is due to the fact that peak temperatures from an impinging jet could 
not be sustained for more than about 1 minute. The limited area estimated to have 
experienced hot spot temperature suggests that this region was subjected to a longer 
term localized heat source, such as might occur with a nonhomogeneous debris bed or a 
localized region with enhanced debris-to-vessel contact. 

The potential for the vessel to experience a localized failure was evaluated by imposing 
hot spot temperatures on two background distributions, which were selected to bound 
possible background temperature distributions predicted by metallurgical examinations. 
Results for the background case with higher temperatures indicate that the presence of a 
hot spot reduces the predicted time to vessel failure. However, results from the case 
with lower background temperatures indicate that the vessel is capable of surviving local 
hot spots in the temperature range and of the duration inferred from the metallurgical 
examinations if the balance of the shell remains relatively cool. 

Localized and global vessel failure calculations indicate that the background temperature 
behavior, which is highly dependent upon the heat load from relocated debris in the 
lower head, is key to predicting failure from either of these mechanisms. However, data 
from companion sample examinations were not sufficient to quantify the timing and rate 
of cooling that actually reduced this heat load. 

The importance of results from these calculations may not be limited to TMI-2 specific 
applications. Rather, insights from these analyses provide another step toward answering severe 
accident questions. 
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a 
b 

c 

d, 

g 

h 

h 

NOMENCLATURE 

Radius of debris on upper surface of hard layer (m) 

Temperature-dependent constant used in Bailey-Norton creep equations 
(dimensionless) 

Temperature-dependent constant used in Bailey-Norton creep equations 
(dimensionless) 

Specific heat capacity; may be further designated by the subscript, d for debris, f for 
bulk coolant temperature, g for coolant in vapor phase, l for coolant in liquid phase, p 
for molten pool material, jet for impinging jet material, or v for pressure vessel steel 
(Jikg-K) 

Effective diameter for melt flow (em) 

Nozzle inner diameter (em) 

Instrument string outer diameter (em) 

Function indicating variation of heat flux as function of angle, • (dimensionless) 

Fanning friction factor (dimensionless) 

Acceleration due to gravity ( m/s2) 

Heat transfer coefficient (W/m2K) 

Height of debris in lower head ( m) 

Heat transfer coefficient through the outer half of the pressure vessel (W/m2K) 

Component of the heat transfer coefficient on the outer surface of the vessel due to 
natural convection (W /m2K) 

Heat transfer coefficient through the crust (W /m2K) 

Heat transfer coefficient due to jet impingement (W/m2K) 

Convective heat transfer coefficient from the molten pool to the lower crust (W /m2K) 

Heat transfer coefficient for film boiling and radiation from the crust to the coolant 
(W/m2K) 

Coolant latent heat of vaporization (Jikg) 
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hllll 
htd 

hwd 
k 

l, 

m 

m 

n 

n 

Coolant enthalpy at the inlet (Jikg) 

Debris to structure gap heat transfer coefficient (W /m2K) 

Coolant enthalpy at the exit (Jikg) 

Effective heat transfer coefficient for the pressure vessel (W /m2K) 

Heat transfer coefficient on the outside of the pressure vessel (W/m2K) 

Radioactive component of the heat transfer coefficient on the outside of the vessel 
(W/m2K) 

Saturated liquid coolant enthalpy for a given pressure (J/kg) 

Heat transfer coefficient between tube wall and debris (W/m2K) 

Convective heat transfer coefficient from the molten pool to the upper crust (W/m2K) 

Heat transfer coefficient between coolant and debris (W /m2K) 

Thermal conductivity; may be further designated by the subscript, crust for crust 
material, d for debris material, f for liquid coolant, jet for impinging jet material, por for 
porous material, s for nonporous material, or v for vessel material (W/mK) 

Distance melt must travel through nozzle to outer vessel surface (m) 

Temperature-dependent constant used in Bailey-Norton creep equations 
(dimensionless) 

Temperature-dependent material constant used in low temperature ( <922 K) creep 
strain relations (dimensionless) 

Mass flow rate of impinging jet (kgls) 

Coolant mass flow rate in Section 5, may be further designated by the subscript, crack, 
for flow through a crack, in, for flow entering the vessel, out, for flow exiting the vessel, 
and tot, for flow through all debris cracks 

Debris mass (kg) 

Mass of saturated coolant (kg) 

Exponent used in power law hardening relation (dimensionless) 

Number of cracks in a debris bed ( m) 
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PJ Reactor system pressure (MPa) 

q11 Heat flux from debris to vessel (W /m2) 

q 11 fb Film boiling heat flux (W /m2) 

q 11 fbi Combined film boiling and radiative heat flux up from the pool (W /m2) 

q 11 fb,&WJ Film boiling heat flux to subcooled coolant (W /m2) 

q 11 nom Heat flux for nominal case (W /m2) 

q 11 , Radiative heat flux to coolant (W /m2) 

qremow Heat that must be removed by coolant in the debris to vessel gap to obtain cooling 
rates consistent with metallurgical examinations (W) 

qlinlc Heat that must be removed by coolant flowing through the cracks to prevent vessel 
failure (W) 

q 11 
NB Nucleate boiling heat flux to coolant (W/m2) 

q 11 NC Natural convection heat flux (W/m2) 

q111 Volumetric heat generation rate (W/m3) 

r Radial distance from the center of curvature of the vessel ( m ). In Hookes' Law 
equations, it specifies the radial direction. 

rh Horizontal distance from the vertical axis/centerline of the spherical head for use in 
calculating x (m) 

r; Inner vessel radius (m) 

r1 Mean radius of segment of vessel head (m) 

rm Mean wall radius of vessel head (m) 

r0 Outer vessel radius (m) 

t Time (s or h) 

tdrain Time required for jet to drain (s) 
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t,. Gap thickness, (m) 

t, Rupture time (s or h) 

ta nme required for melt to solidify while traveling through tube ( s) 

tv Vessel thickness ( m) 

u Radial displacement (m) 

u4 Debris internal energy; may be further designated by the subscript, 1 or 2, to denote an 
initial or final state, respectively (J/kg) 

u1 Coolant internal energy; Dldy be further designated by the subscript, 1 or 2, to denote 
an initial or final state, respectively (Jikg) 

v 4 Melt velocity ( m/s, cm/s) 

• Angle between the vertical and point along the inner surface of the vessel in Appendix 
C and Appendix E; may be modified with subscript o to define undeformed 
configuration (radians) 

:r Fraction of the effective cross-section area covered by debris (dimensionless) 

:r Quality in the RCS (may be further designated by the subscript, 1 or 2 to denote an 
initial or final state, respectively) 

:r1 Melt penetration distance (em) 

zCNCk Effective height for a crack in the debris ( m) 

zMbrir Effective height for a crack in the debris (m) 

A Temperature-dependent constant used in Bailey-Norton creep equations 
(dimensionless) 

A Contact area; may be further designated by the subscript, dcrust for area between 
bottom of molten pool and crust; pvi for area between molten pool and vessel inner 
surface, pvo for outer surface area of the vessel, td for area between tube and debris, 
top for area between upper crust and coolant, ucnut for area between top of molten 
pool and crust, or wd for area between coolant and debris ( m2) 

ACNCk Surface area in a crack ( m2) 

Attmm Surface area of debris facing vessel ( m2) 
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A flow Cross-sectional flow area ( m2) 

C1 Structural capacity (N) 
D Creep damage based on time to rupture (dimensionless) 

D, Effective diameter for a crack in the debris ( m) 

DJ-1 Jet diameter (m) 

E Young's modulus (MPa) 

F 11 Deadweight load (N) 
F1 Pressure load (N) 
F 101111 Total force on weld (N) 
Fo Fourier number (dimensionless) 

Gr Grashof number (may be further designated with the subscript, f, to designate that it \M: 
evaluated at the bulk coolant temperature) (dimensionless) 

11 Fmt stress invariant (MPa) 

K Entrance loss coefficient (dimensionless) 

L Latent heat of fusion; may be further designated by the subscript, d in Section 3 for 
debris or the subscript, crust in Appendix C for debris crust (Jikg) 

L., Characteristic length (m) 

L; Applied load (N) 
LMP Lanon-Miller parameter (dimensionless) 

M Mass; may be further designated by the subscript, p for pool material or v for pressure 
vessel material (kg) 

M, Coolant mass in the RCS (may be further designated by the subscript, 1 or 2 to denote 
an initial or final state, respectively) (kg) 

Md Debris mass in hard layer (may be further designated by the subscript, 1 or 2 to denote 
an initial or final state, respectively) (kg) 

Mdlot Total debris mass in the vessel (kg) 
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MF Margin to failure (dimensionless percentage) 

Nu N usselt number; may be further designated by the subscript, stag to indicate value for 
stagnation region (dimensionless) 

P Pressure; may be further designated by the subscript, init to indicate initial value or max 
to indicate maximum value (MPa, Pa) 

P cnu� Crust porosity (dimensionless) 

Pe Peclet number (dimensionless) 

Pr Prandtl number (may be further designated with the subscript, f, to indicate that it be 
evaluated at the bulk coolant temperature, or w, to indicate that it be evaluated at the 
debris surface temperature) (dimensionless) 

PRes RCS pressure (MPa) 

Odecay Debris decay heat (W) 

Q�ag Volumetric internal heat generation within a molten pool (W/m2) 

Ra Rayleigh number (dimensionless) 

Re Reynolds number; may be further designated with the subscript, f, to indicate that it is 
evaluated at the bulk coolant temperature (dimensionless) 

Rcrwt Radius of crust on upper surface of debris bed in lower bead ( m) 

Rm 1£ngth parameter for estimating convective heat transfer in a molten pool in Appendix 
C (m) 

R, Radius of curvature for the deformed surface (m). 

RfO Radius of curvature for the undeformed surface (m). 

S, Modulus of principal stresses (MPa) 

S14 Ultimate strength at temperature (MPa) 

S1 Yield strength (MPa) 

T Temperature for Larson-Miller parameter calculation CR) 

Ta Containment ambient temperature (K) 
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Tow 
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�p 
T pelllc 
r. 

Tsub 
Tsup 
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TtEv 
Tdnu:rface 
TRCS 
Tv 
Twa�� 

Bulk coolant temperature (K) 

Coolant temperature (K) 

Debris temperature (K) 

Initial debris temperature (K) 

Initial coolant temperature (K) 

Coolant inlet temperature (K) 

Inside shell surface temperature (K) 

Interface temperature between the coolant and the crust upper surface (K) 

Jet temperature (K) 

Debris melting temperature (K) 

Melting temperature of material within pool (K) 

Coolant exit temperature (K) 

Outside shell surface temperature (K) 

Temperature within molten pool (K) 

Peak temperature for hot spot temperature definitions (K) 

Coolant saturation temperature (K) 

Subcooled coolant temperature (K) 

Superheated coolant temperature (K) 

In-vessel tube temperature (K) 

Ex-vessel tube temperature (K) 

Tube temperature at vessel/tube interface (K) 

Reactor coolant system temperature (K) 

Vessel temperature (K) 

Melt cup wall temperature (K) 
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v 

X, 
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Overall heat transfer coefficient; may be further designated by the subscript down to 
indicate transfer from the pool downward to the vessel, up to indicated transfer from 
the pool upward to the coolant, or out to indicate transfer from the vessel to the 
surroundings (W/m2K) 

Volume; may be further designated by the subscript, dcnut to indicate volume of crust 
on lower pool surface ucnut to indicate volume of curst on upper pool surface ( m3) 

Reactor coolant system volume (may be further designated by the subscript, 1 or 2 to 
denote an initial or final state, respectively) (m3) 

Solid fraction (dimensionless) 

Thermal expansion coefficient (K-1) 

Thermal diffusivity; may be further designated by the subscript p for pool material, d 
for melt; or v for vessel material (m2/s) 

-,1 Shape factor (dimensionless) 

•cr Vessel thermal diffusivity (m2/s) 

JS Shell rotation relative to its original configuration (radians) 

p Thermal expansion coefficient (may be further designated with the subscript, f, to 
designate that it be evaluated at the bulk coolant temperature) (K-1) 

ISp Coefficient of thermal expansion of melt in a molten pool (K-1) 

Pc Coefficient of thermal expansion for coolant (K-1) 

y Material rotation from normal to the deformed middle surface (radians) 

y1 dy/d( (radians) 

At1 Time increment used in creep damage calculations (h) 

4tv Incremental width of a vessel segment ( m) 

4t Time step; may · e further designated by the subscript, creep to indicate that step was 
selected baaed ft.�pon creep strain rates, press to indicate time step to next time at which 
a pressure stf .e is defined, or temp to indicate time step to next time at which a 
temperature distribution is defined (seconds) 
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AT Temperature increment; may be further designated by the subscript, p to indicate 
amount that pool temperature is incremented or v to indicate amount that vessel 
temperature is incremented (K) 

Ax Mesh size (m) 

a Crust thickness; may be further designated by the subscript dcrust to indicate lower 
crust thickness or ucrust to indicate upper crust thickness ( m) 

Strain; maybe modified with the subscripts y, pi cr, T, av, m, � e, and r to define yield, 
plastic, creep, thermal, average, at the middle surface, and/or strain component 
directions (dimensionless) 

i" Effective, or equivalent, strain; may be modified with the subscript cr to define effective 
creep strain ( m/m ). 

e CtWt Crust emissivity (dimensionless) 

eva Vessel emissivity (dimensionless) 

C Distance between shell material and midplane, measured normal to the middle surface, 
between -t/2 and +t/2 (m) 

1c Melt solidification constant (dimensionless) 

p Temperature-dependent material constant used in low temperature ( <922 K) creep 
strain relations (dimensionless) 

Viscosity; may be further designated by the subscript g for coolant vapor, jet for molten 
jet material, p for pool material, f for the bulk coolant temperature (Pa-s) 

v Poisson's ratio (dimensionless) 

v, Melt kinematic viscosity in a molten pool (m2/s) 

� Parametric variable used to define the shell model meridian, 0 .s, � .s. 1, �2 = r/b 
(dimensionless) 

p Density; may be further designated by the subscript crust, to indicate crust density, d to 
indicate melt density, f to indicate liquid coolant density, g to indicate vapor coolant 
density, p to indicate pool material density, sat1 to indicate density for saturated vapor 
phase of coolant, sat1 to indicate density for saturated liquid phase of coolant, sub to 
indicate subcooled coolant density, or sup to indicate superheated coolant density (kglm3) 
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o Stress; may be modified with the subscripts y, e,c ,  r or 1,2,3 to define yield, or stress 
component directions or principal stresses (MPa) 

Effective or equivalent stress (MPa ). Note: Mises effective stress ( ovm) is defined 
separately 

"c Crust thickness (em) 

o1 Surface tension for liquid coolant (N/m) 

om Temperature-dependent material constant used in low temperature ( <922 K) creep 
strain relations (dimensionless) 

osb Stefan Boltzmann constant ( 5.672 x 1 o-B W /m2K4) 

ovm Mises effective stress (MPa) 

t Characteristic time used in creep strain relationship (hours) 

u1 Saturated liquid specific volume (may be further designated by the subscript, 1 or 2 to 
denote an initial or final state, respectively) (m3/kg) 

u1 Saturated vapor specific volume (may be further designated by the subscript, 1 or 2 to 
denote an initial or final state, respectively) (m3!kg) 

• dfl)/d � in Appendix E (radians) 
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FOREWORD 

The contents of this report were developed as part of the Three Mile Island Unit 2 Vessel 
Investigation Project. This project is jointly sponsored by eleven countries under the auspices of 
the Nuclear Energy Agency of the Organization for Economic Cooperation and Development. 
The twelve sponsoring organizations are: 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

* 

The Centre d'Etudes d'Energie Nucleaires of Belgium, 
The Sateilyturvakeskus of Finland, 
The Institute de Protection et de Surete Nucleaire 
of the Commissariat a l'Energie Atomique of France, 
The Gesellschaft fiir Reaktorsicherheit mbH of Germany, 
The Comitato Nazionale per La Ricerca e per Lo Sviluppo Dell' 
Energia Nucleare e Delle Energie Alternative of Italy, 
The Japan Atomic Energy Research Institute, 
The Consejo de Seguridad Nuclear of Spain, 
The Statens Karnkraftinspektion of Sweden, 
The Office Federal de I'Energie of Switzerland, 
AEA Technology of the United Kingdom, 
.The United States Nuclear Regulatory Commission, and 
The Electric Power Research Institute. 

The primary objectives of the Nuclear Energy Agency (NEA) are to promote cooperation 
between its Member governments on the safety and regulatory aspects of nuclear development, 
and on assessing the future role of nuclear energy as a contributor to economic progress. 

This is achieved by: 

- encouraging harmonisation of governments' regulatory policies and practices in the 
nuclear field, with particular reference to the safety of nuclear installations, protection 
of man against ionising radiation and preservation of the environment, radioactive waste 
management, and nuclear third party liability and insurance; 

- keeping under review the technical and econ�mic characteristics of nuclear power 
growth and of the nuclear fuel cycle, and assessing demand and supply for the different 
phases of the nuclear fuel cycle and the potential future contribution of nuclear power 
to overall energy demand; 

- developing exchanges of scientific and technical information on nuclear energy, 
particularly through participation in common services; 

- setting up international research and development programmes and undertakings jointly 
organized and operated by OECD countries. 

In these and related tasks, NEA works in close collaboration with the International 
Atomic Energy Agency in Vienna, with which it has concluded a Cooperation Agreement, as well 
as with other international organizations in the nuclear field. 
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Calculations to Estimate the 
Margin to Failure In the TM I-2 Vessel 

1 .  INTRODUCTION 

1 .1 Objective 

This report describes the calculations performed to estimate the margin to failure (MF) of 
the Three Mile Island Unit-2 (TMI-2) pressure vessel lower head. Scoping calculations were 
performed to quantify the margin to failure of several mechanisms that might have caused failure 
of the lower head. These mechanisms include tube ejection, tube rupture, and localized or global 
vessel failure. Sev((ral models, using closed-form analytical or simplified numerical solution 
techniques, were uSed to determine the thermal and mechanical response of the lower head to 
the molten core material that relocated from the core to the lower plenum. Although it is 
recognized that the uncertainty in many input parameters for these calculations is large, an 
attempt was made to estimate the margin to failure for each failure mechanism, and results were 
compared to determine which mechanism had the smallest margin to failure. 

Rather than obtaining a definitive answer related to the margin to failure that existed in the 
vessel during the TMI-2 accident, results from these calculations illustrate uncertainties in the 
ability of current models to predict debris behavior and vessel response during a severe accident. 
As will be discussed within this report, thermal response calculation results indicate that debris 
cooling occurred that was not evident from companion sample examinations and that is not 
currently considered in severe accident analysis models. Furthermore, the large uncertainty in 
methods for predicting vessel failure precluded an accurate assessment of the margin to failure 
during the TMI-2 event. Little, if any, validation has been performed on methods used to predict 
melt/water interaction, molten pool behavior, cooling in debris that solidifies after relocation, and 
structural creep failure in a severe accident. Therefore, analysis results should only be viewed as 
providing insight into areas, such· as assessing what failure mechanisms were plausible during the 
TMI-2 event, quantifying the failure mode with the smallest margin during the TMI-2 event, and 
emphasizing areas where additional research is needed in severe accident analysis. 

1 .2 Methodology 

Failure of the TMI-2 pressure vessel lower head due to relocation of approximately 
19 tonnes of debris to the lower head could have resulted from one of several mechanisms. 
These failure mechanisms include tube ejection, tube rupture, localized vessel failure, and global 
vessel failure. Scoping calculations for each mechanism were performed to determine for which 
mechanism there existed the smallest margin to failure. Figure 1 - 1  presents a flow diagram of the 
scoping calculations performed to accomplish this task. Scoping calculations for failure 
mechanisms are shown in bold ellipses in Figure 1-1 .  
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The margin to failure for each of the mechanisms was quantified on the basis of both 
ultimate strength and creep effects. Failure of a nozzle or the vessel by exceeding the ultimate 
strength of the material reflects the instantaneous response of the material to temperature/load 
combinations over a given time period. Failure by creep reflects the cumulative damage of the 
temperature/load over the entire time period. Creep failure occurs at or before an ultimate
strength failure; thus, creep produces the lowest margin to failure. 

As shown in Figure 1- 1, several preliminary calculations provide input to the failure analyses. 
These calculations modeled melt penetration, jet impingement, and the thermal response of the 
vessel and vessel components. Melt penetration calculations were completed to determine if melt 
that penetrated into the instrument tubes traveled beyond the vessel lower head. Results 
provided a basis for determining the effective tube temperature to be used for a tube rupture 
analysis. Jet impingement calculations were used to determine if the thermal load from a 
coherent jet would cause the hot spot temperatures observed in Vessel Investigation Project 
(VIP) metallurgical examinations. This information was used in global vessel thermal response 
calculations. The vessel temperature distribution information was used in the weld failure analysis 
and the localized and global vessel failure analyses. Because the weld between the instrument 
tube nozzle and the vessel must fail prior to tube ejection occurring, results from a weld failure 
analysis determine the need for a tube ejection analysis. 

As indicated in Figure 1-1 ,  these calculations rely upon three major sources of VIP 
examination data: nozzle examination data for characterizing melt composition and penetration 
distances within instrument tubes; companion sample examination data for characterizing debris 
propertie.�, such as decay heat and material composition; and reactor vessel steel, "boat sample," 
examination data for characterizing peak vessel temperatures, duration of peak temperatures, and 
vessel cooling rate. As will be illustrated by results within this report, calculation results indicate 
that some of the companion sample data were inconsistent with boat sample examination cooling 
rates (namely that the debris underwent a slow cooling). When results based upon companion 
sample data indicated that vessel failure would occur, irrespective of which failure criterion was 
selected, it was postulated that cooling, not indicated by companion sample data, needed to be 
modeled. Hence, calculations were performed to quantify the magnitude of this cooling and the 
debris configuration required to support •his cooling. Calculations were also performed to verify 
the existence of this cooling based upon (llant thermal-hydraulic parameters. 

Many of the models used in the scoping calculations are extensions of models developed 
and/or applied under the U.S. Nuclear Regulatory Commission (NRC)-sponsored Lower Head 
Failure Analysis Program.1 These models were modified according to the geometry of the TMI-2 
vessel and operating conditions during the accident. 

1 .3 Report Content 

Many of the parameters used in these calculations depend upon the manner, quantity, and 
timing of debris relocation to the lower head. Plant data available to quantify details related to 
accident progression are summarized in Section 2. In addition, Section 2 presents several possible 
scenarios for the manner in which molten debris relocated to the lower head. Sections 3 and 4 
describe initial scoping calculations that were performed based upon VIP examination data. 
Section 3 describes results from thermal analyses that provide input to the failure analyses. 
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Failure analyses and margin-to-failure estimates for each failure mechanism are documented in 
Section 4. Results from these initial acoping calculations illustrate uncertainties in the ability of 
current modela to predict debris behavior and vessel response during a severe accident. Two 
areas of uncertainty, the amount of cooling that occurred within the debris after relocation and 
the criterion used for predicting vessel failure, were investigated in more detail. Section S 
summarizes results from these additional scoping calculations. Conclusions from these calculations 
are discussed in Section 6. 

1 .4 Reference 

1 .  J .  L Rempe et. al., Light Water Reactor Lower Head Failure Analysis, NUREO/CR-S642, 
EOG-2618, October 1993. 
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2. TMI-2 ACCIDENT DATA AND RELOCATION 
SCENARIO DESCRIPTION 

Prior to performina the maram-to-failure analyses, it was neceuary to have a clear 
undcntandina of the information available for reconstructing the TMI-2 event. To assist in this 
undentandina, plant inatrumentation data, previous examination data and TMI-2 Vessel 
lnveatiaation Proaram (VIP) data were re\riewed, with auociated apalyses of these data. Results 
from this review and a dacription of pouible relocation scenarios based upon current 
undentandina of theae data are provided. in this section. 

2.1 Meuured Pl•nt Data and Examination Data 

Data from online inltrumentation and the subsequent analysis of these data assisted in 
identifyina the fdlible aequenc:e of events that took place within the reactor vessel during the 
accident. Inatrumentation information wu used to set input parameters in the thermal analyses 
and scopin& calculationa. M01t data discuaed in this section were used in margin-to-failure 
calculations. In 10111e caaea, additional data 'have been included for completeness. 

2.1 .1 lnetrumenlllllon D* 

Online instrumentation recorded reactor coolant system (RCS) pressure, coolant 
temperatures, source ranae monitor (SRM) count rate, and self-powered neutron detector 
(SPND) responae durin& the TMI-2 accident. Figure 2-1 shows the RCS pressure, with significant 
events overlaid up to the time when a major relocation was postulated to occur.1 Figure 2-2 
shows the pressure from reactor scram to 17 hours. 2 The pressurizer block valve was repeatedly 
cycled between 6 and 8 houn, in an attempt to establish RCS flow (see Figure 2-2). Figure 2-3 
shows cold leg temperatures from 0 to 17 hours. Figure 2-4 shows the cold leg temperatures 
between 220 and 230 minutea. 

2.1 .2 SRM Data and Analyaa. 

Source range monitors provided the only time-dependent data to estimate core liquid levels 
and changes in core geometry. Figure 2-5 shows the source range count rate during the accident 
with reactions to significant events highlighted. The data were interpreted using neutronic 
analysis and assumptions of the core configuration and coolant distribution in the core and 
downcomer.2 Initial core uncovery occurred between 1 14 to 120 minutes. At 140 minutes, the 
coolant level was estimated to be at midcore. By 165 minutes, coolant covered approximately 1 .0 
m of the core. The core was completely covered with water after emergency cooling was injected 
at 200 minutes. The relocation of 10 to 19 tonnes of molten fuel is substantiated by the sharp 
increase in the count rate between 224 and 226 minutes. Based on analysis of the count rate, 
molten fuel continued to drain onto the upper control support assembly after the major relocation 
at 224 minutes, although in much amaller amounts. 
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82 pum p  transient 

I Core relocation 
to lower 
plenum 

. - -

- N l - 1  
- - - - · Natural decay 

.. . .. .. ..  .., .. .. . . . . .. .. . . . . ... . .. _ _ _ _ _  _ 

500 1 , 000 

Time (m in)  

1 , 500 2 , 000 

SPND data provided information relative to core heatup. The sources of SPND data 
included the alarm system data, which indicated a departure from the normal operating range for 
any of the 364 SPNDs, and a strip chart recorder monitoring output from 18 SPNDs. Figure 2-6 
shows the elevations of SPND levels within the core. Correlation of SPND response with local 
temperatures by experimental analysis has produced two major conclusions. 3 First, local 
temperature.� can be deduced only when a signal changes polarity. Second, two threshold 
temperatures, 850 K and 1 ,350 K, can be identified. In experimental analysis, SPNDs generated 
negative signals when they reached 850 K and positive signals at 1 ,350 K. At temperatures 
around 1 ,350 K, rapid oxidation of fuel rod cladding would increase the fuel rod temperatures 
enough to melt the cladding and eventually the uo2 pellets. 

SPND data indicated that temperatures of 850 K were reached within the core at 
135 minutes. At 150 minutes, level 6 SPNDs in the upper region of the core indicated 
temperatures of 1 ,350 K. At 1 67 minutes, approximately 33% of the SPNDs at the lower 
elevations, as low as level 2, alarmed. Along the periphery of the core, SPND measurements 
indicated temperatures reached 1 ,350 K by 180 minutes. At 224 minutes, SPNDs at almost all 
levels at core locations E7, F7, F8, 06, 09, H5, and M9 indicated temperatures of 1 ,350 K. 
Simultaneous SPND alarms at all levels in each of the core locations suggest a common damage 
point to the instrumentation, which may have occurred in the lower plenum. Molten debris 
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flowing across the lower plenum may have heated the SPND leadwires inside the instrument 
tubes to temperatures high enough to generate thermoelectric currents which would set off the 
SPND alarms. 3 The timing sequence of level 1 SPND alarms in the vessel between 224 and 226 
minutes is mapped in Figure 2-7. The first Ievel l alarms occurred at locations P6 and R7 in the 
southeast quadrant of the vessel. Subsequent alarms moved toward the core center. Level l 
SPND alarms at core locations E9 and H9 alarmed positive between 228 and 232 minutes, along 
with alarms at higher levels at various core positions. These alarms indicated temperatures of 
1,350 K existed either within the core, or in the lower plenum if the leadwires were damaged. 
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2.1 .4 Core Configuration 
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The end-state core configuration has been estimated based on the results of core boring 
operations along with visual inspection of the vessel.1 Figure 2-8 shows the postulated end-state 
configuration of the reactor vessel and the core. The end-state configuration was represented by 
four distinct regions. A void cavity, representing approximately 26% of the original core volume, 
existed in the upper core region and extended to the core periphery. A loose core debris bed 
below the void cavity rested on top of a solid crust located at midcore. The upper debris bed was 
composed of fuel pieces, cladding fragments, and previously molten ceramic and metallic material. 
The crust encased a region of previously molten core material, part of which surrounded partially 
intact fuel rods, jn the lower half of the core. The fourth region consisted of fuel rod stubs in the 
bottom of the core, which extended upwards to the previously molten region. 

2.1 .5 Lower HeAd Debris 

Video inspection and wire probing of the lower head allowed contour maps to be 
constructed of the debris resting on the lower head. 4 The material on the lower head consisted of 
a hard layer covered by a bed of loose debris. The distribution of the material on the lower head 

2-6 



Coating of previously· 
molten material on 
bypass region interior 
surfaces -------I�Ul...W 

Hole in 
baffle plate 

Ablated incore 
instrument guide 

Figure 2-8. End state core configuration. 

I 

I 
G. 

2-7 

Lower plenum debris 



was neither uniform nor symmetric. The particles composing the loose debris bed varied in size 
from granules to large rocks. The larger pieces were concentrated toward the periphery, 
especially in the northeast and southwest quadrants. The granular particles were located towards 
the center of the core. Results from wire probing examinations were used to obtain the 
topographical map of the hard layer of debris shown in Figure 2-9. Note that the contour lines 
shown in Figure 2-9 represent the depth of the hard debris, i.e., the difference between the "hard 
stop" for the probe tests and the bowl-shaped lower head, rather than the surface contour of the 
hard layer. As shown in Figure 2-9, the height of the hard layer varied between 0.0 to 0.45 m, 
and was highest at core locations H8, 'H9, K8, and K9.4 

Results from probing 17 of the 52 incore instrumentation tubes indicated that all but one of 
the tubes were plugged to the extent that a wire would not penetrate into the vessel from ,the 
incore seal table. This indicates either the collapse of the probe channel in the instrument string 
from the pressure gradient, or the presence of melt in the probe channel. Molten debris in the 
probe channel of the instrument string, see Figure A-43, would not pose a serious safety threat, 
since it would have to melt through both the instrument string and the instrument tube wall. 
Penetration into the vessel was achieved at core location L11 ,  and the vessel was gamma-scanned. 
Results showed increased levels of activity as the probe was retracted from the vessel, suggesting 
that a layer of fuel-depleted material existed next to the vessel surface. Probes at core locations 
M7 and G2 came within 0.3 m of penetrating the vessel wall. 

Reformed thermocouple junctions embedded in the debris on the lower head indicate that 
temperatures exceeding 1 ,000 K existed within the debris bed for three days following the 
accident. 5 Thermocouple lead wires located in the instrument string of the instrumentation 
nozzles were melted by the high temperatures of the molten debris, and later reformed new 
junctions. 

2.1 .6 TMI-2 Lower Head VIdeo Inspection 

Videotaping of the lower head during defueling efforts presented an opportunity to view the 
damage to the lower head internals, and assisted in postulating relocation scenarios and theories 
of debris cooling. Ablated nozzles, guide tubes, and the flow distributor plate were videoed. 
Hard as well as loose debris, ranging from fine silt to large chunks, could be seen. Several surface 
cracks and crevices were shown, as well as gaps between the nozzles and the debris surrounding 
the nozzles. With the debris cleared from the lower head, the cladding tear near the nozzle could 
be seen, as well as the indentations made by the crust impact tool that fractured the layer of hard 
debris in order to remove it from the vessel. 

2.2 TMI-2 VIP Data 

2.2.1 Lower Head Temperatures 

Hardness and metallurgical examinations were performed on 15 triangular-shaped steel 
samples, referred to as boat samples, removed from the lower head of the TMI-2 pressure vessel.6 

These examinations identified a hot spot on the lower head of the pressure vessel. Hardness 
measurements indicate that the material exceeded the ferrite-to-austenite transformation 
temperature but didn't provide conclusive peak temperature estimates. Eleven of the TMI-2 
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Figure 2·8. Depth of hard layer of solidified debris. (Contour lines designate distance between a 
"hard stop" from probe tests and the bowl-shaped lower head.) 

samples did not exceed 1,000 K �uring the accident. These samples were removed from core 
locations DlO, E l l, F5, H4, H5, H8, K7, K13, L9, M9, and Mll.  Hardness measurements 
indicate samples from locations E6, E8, FlO, and G8 were exposed to higher temperatures. 
Bounds on the thermal loading of the four samples were determined through metallurgical 
comparison with heat-treated archived samples from a similar reactor vessel. Samples from core 
locations FlO and G8 experienced temperatures in the range of 1 ,3 13 to 1,333 K for 30 minutes. 
Samples at locations E6 and E8 experienced temperatures ranging from 1,348 to 1,373 K for 30 
minutes. The temperatures 50 mm. inside the vessel Slfrface were estimated to be 100 ± 50 K 
lower than estimat� peak temperatures. Examinations indicate that the vessel material cooled 
through the transition temperature at rates of 10-100 K/min at times between 15 and 50 minutes 
after peak hot spot temperatures occurred. Stainless steel cladding showed no signs of melt, even 
inside the hot spot. Figure 2- 10 illustrates the relative position and temperature distribution of 
the hot spot on the lower head. 
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Figure 2·1 0. Hot spot location on lower head. 

2.2.2 Lower Head Debris Properties 

• Nozzle locations 

M812 1at·0393·03 

The debris on the lower head consisted of a hard layer, from which companion samples were 
I 

cut, covered by a bed of loose debris. Samples of the solidified melt from the hard layer in 
contact with the lower head, termed companion samples, were extracted from the vessel in order 
to assess the properties of the melt. 7 Densities of nine companion samples ranged from 7.45 to 
9.40 glcm3• Samples with the highest density were extracted from the southeast quadrant of the 
pressure vessel. Previou.� examinations8 indicated that the loose debris varied in density from 6.57 
to 8.25 glcm3• Differences in density were attributed to variations in the porosity of the melt. 
Porosities of 16 companion samples ranged from 5 to 41%, averaging 18 ± 11 %. 

The loose debris and companion samples from the hard layer differed slightly in composition. 
Loose debris had an average uranium content of 65 wt%, while companion samples contained 
about 70 wt% uranium. Both had similar amounts of zirconium. The loose debris had slightly 
higher concentrations of structural materials than the companion samples. The relative 
composition of the companion samples was determined to be 78 wt% U02 and 1 7  wt% Zr02• 
The remaining 3% represents stainless steel and Inconel constituents that were probably melted 
during relocation. Metallic melt was found only in samples from the southwest quadrant of the 
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vessel. Peak temperatures of material within the companion samples, which would have occurred 
prior to when the molten debris flowed from the core to the lower head, were estimated to have 
ranged from 2,873 to 3,123 K. 

Evidence supports the assumption that metallic material may have existed on the lower head 
prior to the relocation of the molten (U,Zr)02• Control assembly material has been found on the 
surface of nozzle H8 for heights up to 12.0 to 17.0 em, measured from the base of the nozzle.9 

2.2.3 Men Decay Heat 

Decay heat calculations were performed to determine the amount of available heat within 
the bed of molten fuel in the lower head at 224 minutes and at 600 minutes after reactor scram.7 

The decay heat at 224 minutes after scram was found to be 0. 18 W /g of uranium and 0.14 W /g of 
uranium at 600 minutes. Converting the data using the calculated average melt composition of 
the bard layer (70 :wt% U, 13.75 wt% Zr, and 13 wt% 0), ·the decay heat at 224 minutes was 
0.13 W/g of melt and at 600 minutes was 0.096 W/g of melt. The accuracy of the reported decay 
heat values is estimated at ± 20%. Companion sample examinations 7 also indicated the presence 
of secondary phases of (Zr, U)02 with Fe and Cr around pores and in the matrix material. The 
formation of these phases requires a long cooldown period (between 3 and 72 hours), rather than 
a rapid quench. 7 

2.2.4 Nozzle Ablation 

Fourteen nozzles were cut from the lower head o
'
f the pressure vessel for examination.10 

These nozzles were at core locations DlO, E7, El l,  G5, H5, H8, H9, Kl l,  K12, L6, Ll l, M9, 
MlO, and R7. The initial length of all nozzles was 30.5 em. Those nozzles removed from the 
vessel that were not ablated during the accident included El l ,  H9, Kl l,  K12, L6, Ll l,  and R7. 
Several of the nozzles, which were within the hot spot, were severely ablated. These nozzles 
�nclude E9, F7, FS, 06, and 09. The stubs remaining in the vessel at these locations were 
estimated to be 1.3 to 2.5 em tall. 8 The ablated heights of the other nozzles removed from the 
vessel were: HS-14.6 em, 010-29.2 em, HS-12.1 em, Ml0-10.2 to 12.7 em, M9-27.9 em, 
E7-5. 1 em, and G5-10.2 em. The height of nozzles that were not cut were not measured. 
Figure 2-11  shows the relative heights of the nozzles and their positioning within the lower head. 

2.2.5 Composition of Melt Attached to Nozzles 

Solidified debris in contact with the inside and outside of nozzles 010, Ell,  H5, H8, L6, and 
M9 was examined using scanning electron microscopy (SEM) techniques.9 The results are shown 
in Table 2-1.  The elevations are referenced from the base of each nozzle. Table 2-2 presents 
results of SEM examinations on debris shards attached to the outside of nozzles E7, G5, MlO, 
and R7.b The exact elevations of the measurements are unknown. However, most of the debris 
shards were removed from the top of each nozzle. No element's percentages were computed. 

a. Personal communication with Noman Cole, MPR Associates, Inc., Washington, D.C., October 1992. 

b. Unpublished research results of Brian K. Schuetz, Idaho National Engineering Laboratory, EG&G 
Idaho, Inc., Idaho Falls, Idaho. 
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(a) northeast section 

(b) southwest section 
YDCIOII 

Figure 2·1 1 .  Three-dimensional figure of nozzle end state in the lower head. 
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T.t»ae 2·1 . Composition of debris in contact with nozzles. • 

Composition, wt% b 
Nozzle/Locationc u Zr Fe Ni Cr Aa Cd AI 
M9 @ 279 mm insid� 

matrix 29 8 6 5 43 7 
matrix 55 12 5 2 15 9 
particle 58 19 8 1 1  3 
fuel mass 88 9 1 1 1 
fuel mass 83 15 1 1 
fuel mass 55 12 5 15 2 9 

L6 @ 283 mm inside 

shard 100 
solidified mass 83-87 1 1-13 2 1 
grain boundary 41 19 17 14 8 
solidified mass 17 54 9 1 1 1  19 
solidified mass 74 27 

H5 @ 140 mm inside 

ceramic area 25-30 13-15 1-3 1 51-57 
ceramic area 82 12 1 3 1 
ceramic aread (35-40) (12-16) (40-55) 
ceramic area 13-30 8-12 7-22 2-10 40-77 
ceramic area 28 15 33 1 1  13 

H8 @ 120 mm inside 

particulate area 60 30 4 3 1 

D10 @ 280 mm inside 

particle 65 23 4 3 5 
particle 63 12 5 15 6 

D10 @ 158 mm imbedded in nozzle 

particle 68 23 4 2 2 
particle n 20 1 1 1 
particle 91 8 1 
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T•ble 2•1 . (continued). 

Composition, wt%b 
NggJeJLocatigoc ll & Hi Q: j 
D10 @ 82 mm outside 

particle 14 62 8 6 2 7 
particle 81 16 2 1 
particle 15 16 6 2 2 
particle 10 77 6 5 1 
particle 22 78 

D10 @ 69 mm outside 

imbedded particle 82 12 1 3 1 

El l @ 280 mm inside 

large shard 83 14 1 1 
small shard 83 14 2 1 
matrix 34 S3 8 3 3 
matrix 47 44 6 2 1 
matrix 66 27 4 2 1 
matrix 87 10 1 1 
surface fold outside 74 10 2 6 2 6 

El l @ 274 mm inside 

inside nozzle -9 -85 4 2 1 
inside nozzle 27 71 1 1 
agglomerates 62 16 19 3 

El l @ 90 mm outside 

outer scale 20 20 57 2 1 

a. Normalized to -100% metal: oxygen not considered. 

b. Estimated accuracy is ± S%. 
c. Location from the base of each nozzle. 

d. Parentheses identify estimated values for portion of analyzed area. 
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T•bl• 2•2. Melt constituents on nozzle surfaces. 

E7 

OS 

MlO 

R7 

Zr-U-Ag-Cd-Fe-Cr-Mn 
Zr-Ni-Al-Cr-Nb-Co-Ag-In-Fe-Cr-Mn 
Zr-Fe-Cr-Mn-Ni 
Zr·Nb-Ni-Cr-Fe-Mn-Mg-Al-Ag-Cd 

Ni-Al-Si-Co 
Zr-U-Cr-Ag 

Fe-Cr-Mn·U-Zr-Nb·Al·Ag-Co-Mg 
Ar-Ni-Fe-Cr-Ag-In 
Zr-Fe-Cr-Mn-Ni-Al 

U-Cr-Ni-Al-Nb-In-Te-Sb-Mg-Sn-Zr-Ce·Sr 
U-zr .. fe·Cr-Mn-Ni·Al·ln-Cd 

2.2.8 Melt Flow Through Nozzlu 

The distance molten debris penetrated the nozzles which were removed from the vessel was 
determined from observation, gamma scanning, and wire probe testing. 9·c Several nozzles had 
been severely melted to within 1.3 to 2.5 em of the vesseJ.d These nozzles included E9, F7, FS, 
06, and 09. It is not known if melt was present in the stubs of these nozzles. After cutting the 
nozzle at core location K 11 ,  what appeared to be resolidified fuel was discovered filling the 
annulus at the top of the stub remaining in the vessel. 

The debris penetration elevations from gamma scans for nozzles 010, El l ,  HS, H8, 1..6, and 
M9 are presented in Table 2-3. The penetration elevation was measured from the base of each 
nozzle. Gamma scans were also performed on nozzles E7, 05, H9, K1 1 ,  K12, L1 1 ,  MlO, and R7. 
However, penetration elevations were not estimated for these nozzles because SEM examinations, 
which would verify the results of the gamma scans, could not be performed due to shutdown of 
the radiation containment facilities at the Idaho National Engineering Laboratory where the work 
was to be performed. 

Wire probe'  tests were conducted on eight of the nozzle sections removed from the pressure 
vessel. c The results are presented in Table 2-4. This method identified nozzles with completely 
blocked coolant passages. Results that indicate no blockage do not imply the absence of melt. 
Rather, these results indicate that a wire probe was able to penetrate the annulus the length of 
the nozzle, even though melt may have been present inside the nozzle, and partially blocked the 
coolant passage. 

c. Personal communication with Brian K. Schuetz, Idaho National Engineering Laboratory, EO&O Idaho, 
Inc., Idaho Falls, Idaho, June 29, 1992. 

d. Personal communication with Noman Cole, MPA Associates, Inc., Washington, D.C., October 1992. 
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T•bl• 2-3. Melt penetration elevation• (em). 

Nogle 

010 
Bt l 
HS 
HS 
1..6 
M9 

Gamma scan 

5.5 max, 18.4 min 
20.4 
8.9 max, 1 1.7 min 
< 6.4 
7.S 
24.1 

a. Elevation referenced from the base of each nozzle. 

T•ble 2-4. Wire probe test results. 

Nozzle 

E7 

OS 

H9 

Kl l 

K12 

Ll l 

MlO 

R7 

Probe Beaultl 

No blockage 

Nozzle completely filled with melt. 

No blockage 

Complete blockage not encountered, narrowing of the interior noted 

No blockages 

No blockages 

Complete blockage at S.1 em from the cut end. (The shape and depth appeared 
to vary at this location.) 

No blockages 
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1.2. 7 Nozzle Temper.tur• 

Microhardneu meaaurementa have been completed on selected nozzles. 9 These results, 
which are only qualitative, indicate temperatures lcaa than 1 ,223 K existed near the vessel, with 
the exception of nozzle HS. Table 2·5 preaenta the resulta. Low hardncaa values that were not 
uaociated with chromium-depleted areas indicated high temperatures. Analysis of the results 
show that average temperatures at the baae of nozzle DtO remained below 1 ,223 K. A solidified 
304 stainless steel droplet on nozzle D10 indicated a poaaible t. mperature of 1,673 K 13.3 em 
above the bottom of the vessel. Similar hardneaa values at the top and bottom of nozzle sample 
El 1 indicated that no significant axial temperature gradienta existed in the nozzle. The 
temperature of nozzle 1..6 remained below 1 ,273 K 19. 1 em from the vessel bottom. The surface 
temperature of nozzle H5 at a position 10.2 em from the vessel bottom ranged from 1,223 to 
1 ,673 K. Hardness values for nozzle H8 suuested that the average temperature of the nozzle 
waa 1,223 K. 

2.3 Relocation Scenario 

This section provides a reference for assumptions and initial conditions used in 
margin-to-failure calculations that require information related to the manner in which material 
relocated from the core to the lower head. lu noted within this section, data were not sufficient 
to conclusively determine how material relocated to the lower plenum. Hence, several scenarios 
are postulated. As margin-to-failure calculations were completed, results indicated that certain 
assumptions made in some of these scenarios were incorrect. In fact, as indicated by results 
documented in this report, analyses suggest that only Scenarios 2 and 4 (explained below) were 
not contradicted by margin-to-failure calculation results. 

lu discussed in Section 2.2, small amounts of control material may have relocated prior to 
224 minutes. However, most ceramic material relocated from the core to the lower head 224 to 
226 minutes after reactor scram. The relocation was completed in approximately 100 seconds. 
The relocation was substantiated by a sharp increase in pressure and by the increase in SRM 
count rate (see Figures 2- 1 and 2-5). 

· Ibe relocation path of molten debris through control support assemblies and peripheral fuel 
assemblies took place primarily within the southeast quadrant of the vessel. A large quantity of 
material existed between the grid forging and the flow distributor plate, as well as above the plate, 

to the north, east, and south of core location N12.1 1  Figure 2-12 illustrates the location of these 
core support structures. Resolidified material that flowed through the distributor plate was 
observed to the northwest, north, northeast, and east of location N12. Material was also visible 
between the grid forging and the instrument support plate ·at the periphery of the core. This did 
not appear to be a major pathway for relocation, because no debris was observed below the 
instrument support plate. Debris filled approximately 60-80% of the space between the grid 
forging and the instrument support plate on the core periphery at core location 07.11 This was 
the only location where significant quantities of debris existed between the plates and may have 
been a major relocation pathway. This fact cannot be yerified because no inspection holes exist 
at  this location in the lower head and because no other inspection activities covered the region 
below the flow distributor plate. 
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T•bl• 1-1. Microhardneu measurements. 

Elevation from Nozzle 
\'cgel (RD) ...wg ...Ell _w _IJ.B ....1Q M9 

29.0 208±29 
28.3 167±7 
28.0 140:t4 
27.4 137±4 

26.6 136±3 
26.0 124±51 
15.8 124±2 
13.0 105±21 

9.0 190±9 
8.2 161 ±4 
7.7 169± 13 
6.9 168± 10 

6.4 133 ±4 
3.8 202±28 
2.5 198±8 
0.0 217 ± 13b 

a. Cr-depleted material. 

b. Weldment. 

Since there is a lack of conclusive evidence concerning the relocation of debris to the lower 
head, four scenarios have been postulated to provide background for margin·to·failure 
calculations. 

Scenario 1 

Molten debris �elocated through lower plenum structures with some amount of jet breakup. 
As debris flowed through the elliptical flow distributor plate, blockages forced the material toward 
locations E6, ElO, F6, and 010, where the vessel was estimated to have undergone a more severe 
thermal transient.6 Debris relocated primarily as a coherent jet from the core distributor plate to 
the lower head, followed by dispersed particles and molten droplets which fell at a slower rate. 
}be debris formed an insulating crust upon contact with the vessel lower head and/or any 
metallic material that may have previously relocated to the · lower head. Any metallic material was 
subsumed within the higher temperature molten debris. The increase in RCS pressure was due to 
steam generated by the heat transferred from the molten debris to the water, which filled the 
lower head. 
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Figure 2·1 2. Lower head core support assembly. 
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Molten debris relocated downward along the periphery of the vessel with little jet breakup. 
The material was a two-phase "wet sand• (slurry-like) mixture of liquid and solid debris by the 
time it reached the lower head.12 The two-phase mixture formed a crust upon contact with the 
lower head and/or any metallic material that may have previously relocated to the lower head. An 
upper crust of this material was wntinuously forming and breaking up as material moved across 
the surface of the lower head. This action produced the loose debris bed on the upper surface of 
the debris bed. Any metallic material was subsumed within the higher temperature molten debris 
near the lower head. In this scenario, it is assumed that the large pressure increase beginning at 
224 minutes was not due to fuel/coolant interactions between the jet of molten debris and the 
coolant in the lowerl head. Instead, the pressure increase is attributed to fuel/coolant interactions 
within the core.13 

Scenario 3 

Multiple jets of debris relocated through lower plenum structures and into the coolant in the 
lower head. Jet breakup resulted in the formation of a rubble bed on top of metallic debris. 
Voiding occurred in the central region of the loose debris bed, with remelting of debris in central 
regions follcwing. This newly molten material subsequently flowed downward and subsumed any 
metallic material near the lower head. 

Scenario 4 

Molten debris relocated at one point at the periphery of the core and outside through the 
core barrel and baffle plate. Some jet breakup, steam generation, and melt droplet freezing 
occurred as the debris relocated through the coolant in the lower head. Crusts were formed by 
top cooling from RCS coolant and bottom cooling from heat removal by the vessel and any 
metallic debris on the lower head. 
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3. SCOPING CALCULATIONS FOR MELT RELOCATION 
AND THERMAL RESPONSE 

As discussed in Section 1, several calculations provided input to the margin-to-failure 
analyses. This section describes calculations performed to determine the distance melt penetrated 
through the instrumentation nozzles of the TMI-2 pressure vessel, the potential for a jet of 
molten debris to fragment as it travels through coolant, and the thermal response of the vessel 
during and after the relocation of molten debris to the lower head. 

Figure 1-1 illustrates how results from calculations in this section are used in subsequent 
failure analyses. For example, if results from melt penetration calculations indicate that molten 
fuel will not relocate through a tube to locations below the lower head, the reactor coolant system 
temperatures would be applied in subsequent tube rupture analyses without performing an ex
vessel tube temperat�Ure analysis. If melt penetration calculations indicate molten fuel relocated 
below the lower heatl, the ex-vessel tube temperature analysis would be performed, and results 
from that study would be used as input for the tube rupture analyses. Time-dependent 
temperature distributions from the vessel thermal analysis were used to evaluate the integrity of 
the weld holding the lower head penetration tubes to the vessel and the potential for global and 
Jocalized failures to occur in the vessel. 

3.1 Study of Melt Penetration through TMI-2 Instrumentation Nozzles 

The objective of this study was to determine the degree of melt ingress into the 
instrumentation nozzles of the TMI-2 vessel lower head, specifically to determine if melt 
contacted ex-vessel tube sections. This section provides a description of the instrumentation 
nozzles extracted from the TMI-2 pressure vessel lower head based on examinations performed at 
Argonne National Laboratory (ANL) and the Idaho National Engineering Laboratory (INEL), 
outlines the two analytical models considered for calculating the melt penetration distance, 
examines the calculational parameters for input to the models, and presents the results of 
comparisons between model predictions and observed melt depths in the nozzles. 

3.1 .1 TMI .. 2 Instrumentation Nozzles 

Fourteen in-core instrumentation nozzles were cut from inside the TMI-2 lower head 
pressure vessel over a period of 4 days in February 1990.1 The nozzles were designated based on 
their position in the lower head. The nozzles extracted were 010, E7, Ell ,  GS, HS, H8, H9, 
Kl l, K12, L6, Ll l, M9, MlO, and R7. Of the 14 nozzles cut, six of these were shipped to ANL 
for examination, and the remaining eight were to be examined at the INEL. Figure 3-1 illustrates 
the position of the nozzles in the lower head. 

The eight nozzles received at the INEL were E7, G5, H9, Kl l, K12, Ll l ,  MlO, and R7. 
Each nozzle was visually examined. Radioactivity scans for cobalt-60 and cesium-137 were 
performed on nozzles H9, Kl l,  K12, Ll l, MlO, and R7.2 Nozzles GS and E7 were too short to 
be scanned. Cutting locations for sectioning each nozzle were identified from the activity profiles. 
Microphotography was used to view the microstructure and composition of melt attached to the 
nozzles. However, very few photographs of transverse cuts that might indicate the presence and 
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Figure 3-1 . TMI-2 instrumentation nozzle map. 

cross-sectional area of melt in the nozzle annuli were taken. Wire probe tests were performed on 
the eight nozzles to determine the extent of blockage by debris within the nozzles (Table 2-4).8 
Further work was discontinued due to a shutdown of the hot cells where the work was to be 
perfomted. 

The remaining nozzles, 010, El l, H5, H8, L6, and M9, were examined at ANL.3 The six 
nozzles underwent visual examinations and activity scans for cobalt-60 and cesium-137. 
Information derived from the activity scans determined locations for sectioning the nozzles for 
SEM analysis. Microhardness measurements were also taken at various positions along the length 
of each nozzle. Microphotography of the six nozzles included transverse cuts along the nozzles, 
showing the size and position of melt in the annulus between the instrumentation string and 
nozzle wall. This enabled the melt cross-sectional area along each nozzle to be estimated. Figure 
3-2 shows curves of the relative annular area covered by melt as a function of the distance from 
the base of each nozzle. The area of melt estimates given in Figure 3-2 may include debris such 
as ablated instrument strings, control assembly material, and ablated nozzle material. 

Photographs of transverse cuts through the six nozzles show solidified molten material 
formed either a kidney shape within the nozzle annulus or a ring around the inside of the nozzle 
wall. Figure 3-3 illustrates the approximate shapes of the two types of formations found in the 
nozzles. As shown, the sides of the kidney-shaped melt contact coolant, the other sides contact 

a. Personal communication from Brian K. Schuetz, Idaho National Engineering Laboratory, EG&O Idaho, 
Inc., Idaho Falls, Idaho, June 29, 1992. 
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Figure 3-2. Area of debris versus distance from nozzle base for nozzles DlO, El l, H5, H8, L6, 
and M9. 

the nozzle wall and/or the instrument string. The circumference of melt in the ring type of 
formation contacts the nozzle wall on one side and coolant on the other. Five of the six nozzles 
examined by ANL were determined to hold kidney-shaped melt, and one contained ring-shaped 
melt. 

Nozzle lengths and comments describing each of the 14 nozzles cut from the lower head of 
the pressure vessel were compiled from various sources1-4 and are presented in Appendix B. 
Additional data from nozzle examinations have also been reported previously in Tables 2-1 
through 2-5. 

3.1 .2 Model Selection 

Several models have been developed to predict the penetration distance of molten debris 
through vessel instrumentation nozzles. Reference 5 summarizes previous analytical and 
experimental studies that have been performed to consider melt transport through failed tubes. 
Although no validated model is available for predicting melt flow through light water reactor 
instrument tubes, melt penetration has been experimentally determined to be bounded by 
distances predicted by the bulk-freezing model first advanced by Ostensen and Jackson6'7 and a 
conduction model proposed by Epstein.8 The selection of the most appropriate model for 
calculating the distance that the melt flowed through the TMI-2 nozzles is discussed below. 
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The conduction layer model assumes that transient freezing is governed by crust buildup at 
the nozzle wall, where conduction heat transfer governs heat loss from the melt to the nozzle 
wall. Once the frozen layer closes at the center, flow ceases, and the remaining melt inside the 
nozzle freezes [see Figure 3-4(a)]. The model ignores heat transfer from the leading edge of the 
flow and considers only radial heat transfer. The model does not account for the presence of any 
coolant within the nozzle. The model also assumes a constant melt velocity into a thick-walled 
channel. Since the molten material is assumed to be at or near its melting point, no convective 
heat exchange occurs at the melt-crust interface. Crust solidification is assumed to be 
independent of melt flow dynamics. For all times, t, the crust thickness is zero at the leading edge 
and maximum at the inlet. 

The conduction model predicts a square root dependence for the crust thickness, a c , as a 

function of time, t, in a semi-infinite wall channel8 

(3-1)  

where 

l.c = solidification constant for the melt in contact with an Inconel or stainless steel nozzle 

"rd = melt thermal diffusivity. 

The solidification constant is found from various approximations of boundary conditions and 
the number of regions that may experience phase change. The solidification constant for molten 
ceramic material in contact with either lnconel-600 or stainless steel nozzles is estimated to have a 
value of -0.75.9 Likewise, the solidification constant for molten metallic material in contact with 
either lnconel-600 or stainless steel nozzles is estimated to have a value of -0.2.9 

Substituting the criteria for melt freezing ( ac = dfl) and the relationship between time and 
penetration distance, t = xJv d , into Equation (3-1 ), the following relationship was obtained for 
predicting melt penetration distance: 

x, 
d,Pe 

-
1612 c (3-2) 

where 

de = effective melt diameter 

Pe = Peclet number based on the velocity v d· 

The effect of coolant within the nozzles on the melt penetration distance was modeled by 
assuming a reduction in melt flow area, thus reducing the effective melt diameter as would occur 
if coolant were present in the nozzle. 
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Application of the conduction model for a range of melt areas between 1.6 x 10·5 to 
12.7 x 10·5 m

2 
predicted penetration distances between 30 and 49,000 em. The melt area range 

was based on amounts of melt observed in six of the nozzles removed from the vessel (see 
Figure 3-2). The distances in the predicted penetration range were much greater than the 
penetration distances of molten fuel observed in the TMI-2 instrumentation nozzles. Although an 
attempt to consider the effects of coolant was made by using a reduced effective melt diameter, 
the penetration distances predicted show that this conduction model is not suitable for modeling 
the flow of molten fuel through coolant-filled nozzles, as is the case for the TMI-2 
instrumentation nozzles. 

The bulk-freezing model of Ostensen and Jackson has been modified to account for the 
presence of coolant in the instrumentation nozzles. The development of the equations for the 
modified bulk-freezing model are outlined in Appendix B. Figure 3-4(b) illustrates the flow 
mechanics and assumptions of the modified bulk-freezing model. Preliminary calculations with the 
modified bulk-freezing model predicted much more reasonable results than the conduction model; 
therefore, only the penetration distance results of the modified bulk-freezing model are used in 
comparisons with measured melt penetration distances. 

The modified bulk-freezing model assumes that turbulence in the flowing melt prevents a 
stable crust from forming at the nozzle wall. The melt was modeled as flowing through an 
annulus with an effective diameter 

where 

d; = inner diameter of the nozzle 

d10 = outer diameter of the instrument string. 

Any melt that might be in the instn'ment string was not considered. Molten debris inside the 
probe channel of the instrument string would first have to melt through the instrument string into 
the coolant-filled annulus of the nozzle to be considered as a safety threat. The penetration 
distance was conservatively estimated by assuming the melt stops when the entire amount of 
molten fuel in the nozzle has solidified. The model uses a heat balance around the molten 
material to equate the amount of heat given up to solidify the melt, with the convective heat 
transfer between the melt and the nozzle wall and between the melt and the coolant. 

In the derivation of the modified bulk-freezing equation, coolant was allowed to escape from 
the top of the nozzle. Heat exchange can occur between the melt and the coolant, as well as 
between the melt and the nozzle wall. Heat transfer from the leading edge of the melt was not 
considered, along with hydrodynamic effects from melt/coolant interactions. The model does not 
account for nozzle ablation or for thinning of melt along the nozzle length. However, the model 
allowed for variations in the melt cross-sectional flow area, which remained constant through the 
nozzle during the calculation. 
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In these calculations, it was desired to use a model with a closed-form solution technique so 
that calculations could be performed to consider a wide range of input parameter uncertainties. 
Hence, the models used for these calculations do not allow one to consider phenomena such u 
the dynamic effects of vapor generation, enhanced cooling of the melt's leading edge, and the 
reduction in melt viscosity during solidification (although sensitivity calculations considering 
different melt superheats provide some insight into the effects of melt viscosity). However, any 
vapor generation or enhanced cooling at the melt's leading edae should reduce the potential for 
melt to travel below the lower head. Thus, a more complex model that includes all these 
phenomena should predict shorter melt penetration distances. 

3.1 .3 Model Calculation• 

Given the uncertainties in several of the input parameters, a matrix of calculational 
parameters was developed for input to the model to determine the penetration distance. These 
parameters included the melt composition, the melt flow area, the melt velocity. and coolant 
conditions. The multiple variations of input parameters resulted in a range of predicted melt 
penetration distances. 

SEM analyses of solidified material in the nozzles examined by ANL indicated compositions 
ranging from pure uranium to a range of metallics. Compositions varied not only between nozzles 
and along the length of a nozzle, but also varied for different particles at the same elevation on 
the nozzles (see Table 2- 1 ). Metallic material within the nozzles resulted primarily from melting 
of · the nozzles. The presence of silver and cadmium in the nozzles indicated that control assembly 
materials also entered the nozzles, in addition to molten ceramic core material. In order to 
encompass all possible molten material scenarios, four compositions were examined. These 
included 100% U02, eutectics of 80% U02-20% Zr02, and 20% U02-80% SS-304, and a pure, 
metallic 100% SS-304 (see Appendix A for properties). These compositions represent bounds for 
the solidified material found in the nozzles. The 80% UOr-20% Zr02 eutectic is based upon the 
composition of the companion samples.10 Although the materials are immiscible, the 
20% U02-80% SS-304 composition was used to model a metallic material with a high melting 
temperature. 

The melt flow cross-sectional area range used in the model was estimated from the solidified 
melt pictured in photographs of the nozzles examined by ANL. The photos showed kidney
shaped melt covered between 12.5% to 100% of an annulus, producing a melt flow area range of 
1 .6 x to-s to 12.7 xlo-s m

2
• The kidney shape was approximated in the model by assuming me\t 

completely filled the space between the instrument string and nozzle wall and covered some 
fraction of the annulus. For this type of formation, the contact area at the coolant-melt interface 
was independent of the cross-sectional area of melt in the annulus, unless of course the annulus 
was completely filled with melt. Conservative estimates of the variation in the amount of ring
shaped melt ranged from 1 .9 x 10·5 to 7. 1 x to·S m

2
. Figure 3-3 illustrates the two shapes of melt 

within the nozzles. 

The velocity of the melt was required for calculating melt penetration distances. The 
velocity was evaluated by applying the energy conservation equation for steady, adiabatic flow to 
the melt in a nozzle. The melt velocity at the point where melt exits the vessel lower head is 
given by 
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where 

2N'/ptJ + 2tll, 
4 f,  l,ld, + K + 1 

u • pr�ure differential 

" = Fannin& friction factor 

K = entrance loss coefficient 

Ptl = density of the melt 

d, = effective diameter of the nozzle 

l, = distance the melt travels before exitina the lower bead. 

(3-3) 

This velocity was assumed to approximate the average velocity in the nozzle. Note that I, includes 
the vessel thickness and the height of the ablated nozzle, which varies depending upon nozzle 
location. The solution of Equation (3-3) was plotted as a function of dimensionless penetration 
distance, as shown in Figure 3-5. 

The velocity was primarily gravity driven because the annulus where melt was primarily 
found within these nozzles was at RCS pressure. However, an upper bound was applied, which 
corresponded to a 2 MPa pressure differential. This pressure differential is approximately equal 
to the increase in pressure at the time of core relocation (see Figure 2-1 ). The bounding 
pressure differential of 0.0 to 2.0 MPa produced a melt velocity range of 2.5 to 10.0 m/s for 
virtually any value of dimensionless penetration distance, as shown in Figure 3-5. 

The coolant conditions in the pressure vessel varied over the accident time frame. The 
average pressure before core relocation at 224 minutes was 7 MPa.11 Coolant properties for the 
analysis of metallic compositions were based on a pressure of 7 MPa because metallic debris was 
assumed to have entered or existed within the nozzles before the major ceramic core relocation to 
the lower head. Ceramic melt most likely entered the nozzles soon after core relocation at 224 
minutes. For several minutes after relocation, the primary system pressure was 1 1.5 MPa.11  

Coolant properties for analysis of ceramic melt penetration were based on this hif:her pressure. 
The system pressure increased to normal operating pressure around 350 minutes, 2 but 
solidification of melt within the nozzles had probably occurred prior to that time. 

As shown in Figure 2-4, temperatures in the cold legs of both the A and B loops during 
relocation indicate subcooled to saturated coolant temperatures.11 Calculations using the 
modified bulk-freezing model examined melt in contact with either subcooled liquid or saturated 
liquid. The case of a nozzle void of coolant was also examined to provide a calculational upper 
bound. In all cases, the nozzle wall temperature was assumed constant and equal to the initial 
temperature of the coolant. 
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Figure 3-1. Melt velocity plotted as a function of dimensionless penetration distance. 

3.1 .4 A•ulta 

A criterion for the shortest distance that melt must travel to penetrate the lower head was 
established. The most conservative penetration distance was determined to be 15.0 em. This 
distance corresponds to a minimum nozzle stub length of 1.3 em plus the lower head thickness 
(13.7 em). The criterion was developed baaed on nozzles which had been severely ablated when 
molten core material relocated to the lower head. 

The four representative melt compositions discussed in Section 3. 1 .3 were initially modeled 
at their respective solidification temperatures. For each composition, if the distance predicted for 
melt flow in the absence of coolant at the liquidus temperature was leas than the 15.0 em 
criterion, superheat temperatures were then modeled. 

The melt penetration distances predicted by the modified bulk·freezing model ranged from 
0.2 to 26.0 em for kidney-shaped melt and 0.4 to 21 .7 em for ring-shaped melt. The lower bounds 
for each melt shape were calculated assuming the smallest melt flow area of gravity..cJriven ceramic 
melt, in contact with saturated coolant. The upper bounds were calculated assuming the largest 
area of 100% SS-304 flowing at 10 m/s. Subranges based on melt composition may be extracted 
from each of the melt shape ranges given above. The range for ceramic lddney·shaped melt was 
0.2 to 14.8 em, and the range was 0.4 to 1 1.9 em for ceramic ring-shaped melt. A range of 3.4 to 
26�0 em was calculated with metallic kidney-shaped melt, and a range of 1 .5 to 21 .7 em was 
calculated for metallic ring-shaped melt. 

The calculated penetration distances for both melt formations with a 100% SS-304 
composition exceeded the distance criterion of 15.0 em at the solidification temperature; 
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therefore, superheat temperatures were not investiaated for this composition. Calculated 
penetration distances were less than the criterion when each of the other three compositions were 
modeled at their respective solidification temperatures for both kidney and rina shapes. 
Superheat temperatures of the ceramic compositions were examined, which were sliahtly higher 
than the peak temperatures reported in the companion samples.10 A superheat temperature was 
also auumed for the eutectic metallic composition. The temperatures existing within the vessel 
when metallic debris may have entered the nozzles would have been much lower than the core 
relocation temperature, and the large amounts of melt predicted to cause penetration of the 
lower head were not seen in the nozzle examinations. 3 Therefore, distances predicted by the 
model for the SS-304 composition should be considered highly conservative. 

The depth of melt penetration within the six nozzles examined at ANL has been rneaaure.d 
and reported. 3 Table 3- 1 lists the results of the measurements baaed on gamma scans. Maximum 
and minimum distances are given for nozzles DtO and HS because it could not be concluded if 
the cesium-137 activity was inside or on the surface of the nozzles.3 The six nozzles are listed in 
the first column. The shape of solidified material in each nozzle, as seen from photographs, is 
given in the second column. The third column reports the distances melt traveled through the 
nozzles, as measured by ANL. Only fuel debris penetrations are reported. The measured depth 
of fuel in nozzle L6 was attributed to a piece of metallic aluminum which was wated with fuel 
particles. This debris apparently dropped into the nozzle through the guide tube above and was 
not from the flow of fuel across the lower head. 3 This type of debris relocation is not predicted 
with the models used here. Because the debris particle quenches during this type of relocation, it 
will not impact ex-vessel tube temperatures. To compare with the observed debris penetration 
distance, the model ranges for the appropriate shape of ceramic melt are listed in the last column. 
The distances were measured from the top of each sample down into the nozzle (see Figure 3-
4(b ), distance x,J. 

The lower bound of the penetration range for the kidney-shaped ceramic melt was generated 
with an 80% UOr-20% Zr02 melt composition at a temperature of 3,200 K and velocity of 
2.S m/s, filling one-eighth of the annular cross section and contacting saturated liquid. The 
kidney-shaped ceramic melt upper bound was based on a nozzle completely filled with 100% U02 
at a temperature of 3,200 K and velocity of 10.0 m/s. A composition of 80% U02-20% Zr02 at 
3,200 K and 2.5 rn/s in contact with saturated coolant for the minimum melt cross-sectional area 
examined produced the lower limit of the penetration range for the ceramic ring shape. The 
ceramic ring-shaped upper bound was set by 100% U02 at 3,200 K and 10.0 m/s, with the largest 
amount of melt examined contacting subcooled liquid. 

The penetration distance calculated using the modified bulk-freezing model was highly 
dependent upon the amount of melt flowing through a nozzle. The greater the volume of melt, 
the farther it would penetrate into a nozzle. The penetration distances were also dependent upon 
the contact area between the melt and the coolant and between the melt and the nozzle. The 
penetration distances predicted by the model for the ring-shaped melt were less than those 
predicted for a kidney formation, given equal volumes of melt in the nozzles, because of the 
increased surface contact of the ring formation with both the nozzle wall and the coolant. Both 
surfaces, of course, provide for heat removal from the melt. 
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Tllble 3-1 . Comparison of measured melt penetration and model predictions. 

Melt Meuured depth Model range 

Nozzle shape ((CM) ceramic melt (s;m) 

DlO kidney 10.8 min., 23.7 max. 0.2 - 14.8 
w kidney 2.9 min., 5. 7 max. 0.2 . 14.8 
H8 kidney 5.7 0.2 - 14.8 
1.6 kidney 23.0 0.2 - 14.8 
M9 kidney 3.8 0.2 - 14.8 
Ell ring 9.8 0.4 . 1 1.9 

Table 3-2 shows the breakdown of maximum penetration distances predicted by the modified 
bulk-freezing model for each of the four compositions. Data in the fourth column indicate the 
upper bound on the penetration distance of each melt composition. These upper limits result 
from modeling a nozzle annulus completely filled with melt. Except for the 100% SS-304 
composition, these distances meet the criterion for melt remaining within the vessel lower head 
(i.e., leu than 1S em). The second column lists the liquidus temperature of each melt 
compoaition. Data in column three indicate the degree of superheat above the liquidus 
temperature on which the calculations were based. 

3.1 .5 Conclualona 

The modified bulk-freezing model was determined to be more applicable than the 
conduction layer model for the prediction of melt penetration distances through the coolant tilled 
annulus within the TMI-2 instrumentation nozzles. The modified bulk-freezing model accounts 
for the presence and the state of coolant in contact with melt in the nozzles. The model 
consetvatively predicts the melt penetration distance by not accounting for the energy loss due to 
nozzle ablation or thinning of the melt flow along the nozzle lel'gth. Assuming the melt stops 
wnen the entire amount within a nozzle has solidified also produces a conservative distance. Four 
melt compositions were evaluated over a range of melt flow areas and melt velocities. The model 
predicts distances that encompass the observed melt penetration in the TMI-2 nozzles. Debris on 
the outer surface of nozzle 010 and a debris particle falling into nozzle L6 through the 
overlapping guide tube cause the measured fuel depth in these two nozzles to fall outside the 
range predicted by the bulk-freezing model. These data points should not be considered when 
comparing the model with the measured depths. 

The model predicts that, in the absence of coolant in the nozzles, only debris with a highly 
metallic composition may penetr�te through the nozzle outside the reactor vessel. The primary 
source of metallic debris n •lnin the nozzles was due to nozzle ablation. Other sources included 
control assembly materials that possibly quenched and solidified before entering the nozzles. 
Examinations of the nozzles removed from the vessel indicated neither of these types of metallic 
debris penetrated the nozzles to a depth of consequence or existed in very large quantities. 
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Tlble 34. Maximum model predictioaa of melt penetration diatance. 

Liquidus temperature Superheat Maximum penetration distance 
Compo�ition (K) (K) (em) 

1� U02 3,1 13 87 14.8 

80% uo2-20% Zr02 2,860 340 10.9 

� U02-80% SS-304 2,400 200 13.3 

100% SS-304 1 ,671 0 26.0 

Hence, penetration of the lower head by metallic debris wu highly unlikely. Model predictions 
for the 100% U02 and 80% UOz-20% Zr02 compositions at 3,200 K indicate ceramic melt 
would not flow below the lower head, conservatively assuming melt completely filled the annulus 
of a 1 .3-cm stub. The melt temperature assumed was conservatively higher than the reported 
molten core temperature range of 2,873 K to 3, 123 K in a 78% UOz-17% Zr02 composition.10 
These conservative assumptions, along with the likelihood that coolant was present within the 
nozzles during melt penetration, support the conclusion from results of the melt penetration 
calculations that molten debris containing fuel did not penetrate beyond the lower head. 

As noted in Section 2, wires were inserted into the instrument string probe channel within 
seventeen instrument tubes (see Figure 3-3). It was found that all but one of the tested tubes 
were plugged, which indicates that either the probe channel within the string had collapsed or 
that melt was present within the channel. Hence, wire probes indicating that the instrument 
string channels are plugged did not conclusively prove that melt was present within these channels 
below the lower head. In fact, nozzle examination data indicated that the instrument string 
channels were collapsed at some locations. 

The bulk-freezing model predicted ceramic melt flowing through the annulus between the 
instrument string and the nozzle wall did not breech the lower head. The flow of melt through 
the instrument string probe channel was not evaluated. Although melt may travel farther through 
the probe channel because of the pressure difference between the RCS and the probe channel 
(which is at atmospheric pressure), melt present within the probe channel does not pose a serious 
safety threat. As discussed in Section 3. 1 .2, melt present within the probe channel of the 
instrument string must ablate through the string and the instrument tube wall before an ex-vessel 
tube rupture can occur. 

3.2 Jet Impingement and Thermal Response Calculations 

Calculations were performed to investigate melt relocation and the subsequent thermal 
loading to the vessel during the TMI-2 accident. Specifically, calculations were performed to 
consider the potential of a debris jet impinging upon the rMI-2 lower head to cause the hot spot 
temperatures observed in TMI-2 boat sample examinations.13 Global and 1 ocalized vessel 
!temperature results were obtain� to provide input for su�equent structuJ al analysis calculations 
to determine the margin to failure in the TMI-2 vessel. 
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Where possible, input parameten were quantified using data from TMI-2 VIP examinations, 
data from previous TMI-2 examinations, or other TMI-2 data sources. Parametric studies were 
performed to investigate the sensitivity of calculational results to input parameter uncertainties. 
Results from these sensitivity studies are presented and compared with TMI-2 VIP boat sample 
examination data. 

Calculations documented in this section only consider the thermal response of the lower 
head during and after a substantial amount of ceramic material from the core relocated to the 
lower plenum. However, scoping calculations were performed to evaluate the impact of 
previously relocated metallic material on the vessel thermal transient. b To maximize the time lag 
that this layer could have upon vessel heatup, conservative assumptions were applied, such as 
assuming that metallic material was present on the entire lower head reaching the height observed 
by Neimark at nozzle H8. 3 Results indicate that the maximum time lag that this layer could have 
upon vessel heatup is between 10 and 2S minutes. 

Finally, calculations were performed to provide insight related to the manner in which 
material relocated from the core to the lower plenum. As discussed within this section, results 
from these calculations indicate that some of the relocation scenarios postulated in Section 2 may 
be eliminated from further consideration. 

3.2.1 Melt Relocation 

3.2. 1. 1 Model Deacrlptlon. The potential for a debris jet to quench as it travels through 
water was analyzed with the TEXAS fuel-coolant interaction model.16-19 Several computer codes 
are available for predicting melt/water interactions. However, there is considerable uncertainty in 
code results because of limited data for validating these computer codes. Hence, several 
sensitivity studies were performed with the TEXAS code to consider the impact of code 
uncertainties. TEXAS is a computer model which predicts the behavior of molten fuel interacting 
with water coolant during the mixing and propagation phases of a molten fuel-coolant interaction 
(FCI). The model was developed to examine FCI behavior under the assumption that the leading 
edge of the fuel jet pouring into the coolant is the dorpinant mixing process; i.e., the process can 
be considered in a qne-dimensional manner. 

The model employs a unique Lagrangian-Eulerian formulation in which the fuel is divided 
into Lagrangian material volumes that are tracked as they pass through an Eulerian mesh 
containing the water and steam. Each fluid is modeled with a complete set of conservation 
equations and an equation-of-state to describe the balance of mass, momentum, and energy used 
1for predicting the volume fractiqn, velocity, and temperature of each �uid, as well as overall 
pressure. 

The unique feature of the TEXAS model is that the Lagrangian fuel particles can 
dynamically fragment during fuel-coolant mixing and quenching due to relative-velocity-induced 
fragmentations (Rayleigh-Taylor instabilities). TEXAS follows this process and determines the 

b. Letter from J. L. Rempe, INEL, to A Rubin, NRC, "Scoping Calculations Discussed During Recent TMI-2 
VIP Meeting," JLR-79-92, November 15, 1992. 
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fuel mass quenched. TEXAS also considers dynamic fragmentation during an explosion 
propagation, but this is not relevant to this study, because the high pressure in the TMI-2 reactor 
pressure vessel suppressed any energetic FCI. 

TEXAS only considers leading edge breakup and neglects breakup due to instabilities on the 
side of the jet, since leading edge breakup is considered to be the dominant effect. In previous 
analyses,18 Epstein determined that the rate of jet erosion due to Kelvin-Helmholtz instabilities 
along the jet column was negligible because of the dampening effects of the vapor film. 

A complete description of TEXAS is provided in References 14 through 17. Reference 15 
gives an extensiv� summary of the model with relevant reactor simulations and results. 

3.2. 1.2 Input Assumptions. Several TEXAS simulations were used to analyze a range of 
debris jets during their initial mixing phase and to bound possible relocation masses, time periods 
for relocation, and· modeling uncertainties. Total mass flow rates ranging from 300 to 1,000 kgls 
were used to model scenarios in which the debris was assumed to relocate through saturated or 
subcooled water conditions. These values were chosen to maximize the heat transfer rate, 
although the duration of the jet pour was reduced to keep the total mass that relocated a con
stant value of 10,000 kg. (Although it is recognized that nearly 19,000 kg of material relocated to 
the lower head, there is uncertainty related to the amount of material that may have relocated 
during the 224 to 226 minute time frame. Furthermore, in Section 3.2.2, thermal analyses indicate 
that the heat load from less than 10,000 kg could result in temperatures that exceeded peak 
values estimated from metallurgical examinations.) Beta use melt may have drained from more 
than one of the holcrs in the elliptical flow distributor plate, analyses considered one and three jet 
cases. Table 3-3 lists the five cases considered, with input assumptions related to initial jet 
velocity, total mass flow rate, jet diameter, and reactor coolant system temperature. 

The greatest uncertainty in these simulations involves the initial conditions, which specify the 
rate of fuel entry into the lower plenum; i.e., the velocity and diameter of the jet, the overall 
discharge time, and the number of jets impinging upon the' lower head. In addition, the amount 
of coolant subcooling in the vessel was unknown at the time of relocation. Assumptions for these 
simulations have attempted to bound possible input parameter ranges to discern the effect on 
quenching behavior. 

Melt relocation times up to 1 minute were chosen. Preliminary calculations indicated that 
relocation times of 1 minute or less maximized the amount of quench that could occur. For all of 
the cases, the reactor vessel pressure is assumed at 10 MPa during relocation. This is the 
approximate reactor pressure during the time period (224 to 226 minutes after reactor scram), 
when most debris relocation is postulated to have occurred. The coolant was assumed to be 
saturated at a temperature of 584 K for the first four cases. In the final case, a water pool 
temperature of 100 K below saturation was considered to examine the effect of subcooling on jet 
breakup and quenching. 'This value corresponds to an average of the subcooled water 
temperatures measured in the RCS cold legs and the RCS saturation temperature at the time of 
relocation (see Figure 2-4). 

Assumptions related to the debris were based upon results from companion sample 
examinations.10 The debris composition is estimated at 78% U02-17% Zr02•10 The remaining 
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Table 3-3. TEXAS calculational results. 

Jet Initial melt Initial melt Coolant Coolant Mass Particulate 
��})er diameter velocity mass flow rate pressure temperature breakup size 

Case of jets (m) (m/s) (kgls) (MPa) (k) (kg) (mm) 

1 1 0.1524 2.4 333.3 10 584 14 15-19 

2 3 0.1524 2.4 1000.0 10 584 43 15-19 

3 3 0. 1524 0.8 333.3 10 584 43 19-24 

4 3 0.0762 3.2 333.3 10 584 16 3-24 

5 1 0.1524 2.4 333.3 10 484 20 13-18 

constituents are primarily stainless steel and lnconel from core structural components. Material 
properties for this debris composition are found in Appendix A From a phase diagram for a 
U-Zr-0 compound,19 a freezing temperature range of 200 K was assumed, with a liquidus 
temperature of 2,850 K and a solidus temperature of 2,650 K. The debris was initially assumed to 
!have a low superheat of only 50 K above the melt liquidus temperature. This temperature was 
selected based upon companion sample examination resultS which indicated that the material 
arrived at the flow distributor plfite and the lower head in a molten state. Although a lower 
superheat would affect the amount of melt predicted to solidify, it is not felt that the order of 
magnitude of melt predicted to solidify would change. 

Calculations were performed assuming a 0.74-m injection height, which is the height of the 
elliptical flow distributor plate above the lower head in the center of the pressure vessel lower 
plenum. The jet flow area was primarily varied by considering single and multiple jet flows 
through the flow distributor plate. In most cases, jet diameters were assumed to correspond to 
the diameter of holes in the flow distributor plate. Case 4 was performed to investigate the 
sensitivity of results to jet diameter, using a jet diameter one-half the size of holes in the flow 
distributor plate. This s�aller jet corresponds to cases where melt had frozen and partially 
blocked holes of the elliptical flow distributor plate. 

3.2. 1.3 Results and Discussion. Results from all of the simulations indicate that 
insignificant amounts of breakup occurred considering the total mass of debris that was assumed 
to be injected into the lower plenum. Maximum breakup was predicted for cases in which three 
jets were considered. For the two cases assuming three jets with diameters equal to the diameter 
of holes in the distributor plate, the total breakup mass was approximately 43 kg. Breakup mass 
and particle size results are summarized in Table 3-3. Results for the first three cases have a jet 
length-to-jet diameter ratio (LID ratio) of less than 5. TEXAS results indicate that only the 
initial leading edge of the jet (i.e., the first of the Lagrangian material volume parcels) broke up. 
In Case 4, where there was an LID ratio of nearly 10, TEXAS predicted that the first three 
Lagrangian particles of each jet broke up. Based on the model, such a limited LID is not 
sufficient for significant breakup of the incoming fuel mass in a saturated water pool. 
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In summary, the breakup predicted by TEXAS for molten jets of debris draining from the 
elliptical flow distributor plate is relatively insignificant. Hence, calculation results indicate that 
the assumption that major amounts of jet breakup occurred during relocation (assumed in 
Scenario 3 of Section 2) is incorrect. Therefore, subsequent jet impingement and vessel thermal 
response calculations continued under the assumption that most debris reached the lower plenum 
in a molten state without significant breakup or quenching. Because calculation results indicate 
that the "hard" layer by itself could impose a thermal load resulting in temperatures that exceeded 
peak values estimatqd from metallurgical examinations (see Section 3.2.2), and because there is 
uncertainty about when the additional rubble on top of the "hard" layer relocated, no further 
astieSSment of the impact of the rubble on vessel thermal response was performoo. 

3.2.2 Jet Impingement and v-el Thermal Response 

3.2.2. 1 Model Description. A simple phenomenological model, TMI� was developed to 
estimate the heat transfer that occurs during jet impingement and model natural convection from 
the molten pool of debris to the wall at the bottom of the vessel. The TMI model is essentially a 
lumped parameter model. Howqver, continuity of heat fluxes at the inner and outer surfaces of 
the vessel was then applied so that temperature distributions through the vessel wall could be 
obtained for subsequent vessel structural response calculations. A summary description of 
phenomena modeled in these calculations is provided below. Governing equations used in the 
TMI model are found in Appendix C. 

The TMI model assumes that there is one jet that impinges at the center of the pressure 
vessel. Although the location of jet impingement may have been different during the actual 
TMI-2 scenario, the precise location of the jet is not important in this model because the 
important heat transfer effects of the jet will still be obsetved. 

The TMI model calculates the temperature history that occurs in the lower head of the 
pressure vessel during jet impingement and natural convection that occurs in the pool after 
relocation. The model predicts that a debris crust will form on the pressure vessel when relocated 
material contacts the vessel wall. This result is based on preliminary calculations, which indicate 
that the interface temperature is below the melt solidus temperature upon contact. Heat is then 
transferred through the crust to the vessel. When the molten jet stops draining and surface 
agitation is reduced, a crust forms on the upper surface of the pool; this upper crust is initially 
considered to be of uniform thickness as it continues to cool (see Figure 3-6). The model 
includes the effects of crust porosity on thermal properties using the relationship suggested by 
Olander.20 The model also considers the effect of melt solidification upon the viscosity of the · 
molten pool. As discussed in Appendix C, when the temperature of the melt pool drops below 
the debris liquidus temperature, the solid fraction in the molten pool becomes a factor in the 
analysis using the relationship proposed by Epstein and Fauske. 21 If the entire pool solidifies, the 
model is no longer valid and the analysis is terminated. 

The pressure vessel is divided into sections, which are best described as a center disk with 
concentric rings around it. A cross sectional view of this geometry is shown in Figure 3-7. The 
heat flux from the molten pool travels through the crust and heats up the section of the pressure 
vessel in contact with the crust. There is no communication between sections in the pressure 
vessel. Thus, the only portions of the pressure vessel that are directly heated are sections that are 
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Figure 3-6. Thermal loading from jet impingement. 
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in direct contact with the crust that has formed on the periphery of the melt pool. The melt pool 
is considered to be a single control volume at a single temperature, which changes in size due to 
crust formation. The crusts do not store energy and are considered to be resistances to heat flow 
that change in size due to the difference between the heat transferred to it (and their decay heat) 
and the heat transferred through it to the vessel wall. 

The transition from jet impingement stagnation heat transfer to the natural convection 
. regime assumes that there is no substantial period over which the debris melt pool would be 

completely stagnant. 'Ibis assumption is based upon the assumptions that (a) most of the melt, 
arrives in a molten state and (b) the characteristic time for the onset of natural convection is 
short compared to the time of interest (several hours). The first assumption is based upon 
TEXAS calculational results discussed in Section 3.2.1 .3. The second assumption is based on 
results from dimensional analyses, which indicate that the timescale for the onset of natural 
convection is much less than 1 hour.22 As discussed in Section 3.2.2.3, calculation results indicate 
that the time periods of interest in the vessel thermal response are on the order of several hours. 
Hence, natural convection behavior within the pool is modeled throughout the transient using 
correlations dependent upon a Rayleigh number based upon internal heat generation within the 
pool. Decay heat causes some of the pool to remain molten and can cause significant internal 
natural convection. Heat transfer to the lower crust from the hemispheric molten zone was 
modeled based upon the work of Jahn and Reineke.23 The experimental and theoretical work by 
J ahn and Reineke23 was also used to predict variations in the heat flux as a function of angle 
from the bottom of the pool. It should be noted that there is considerable uncertainty in using 
these data to model large pool behavior during severe accidents. For example, it is estimated that 
the Rayleigh number for the pools that are formed during a severe accident may be several orders 
of magnitude higher than the Rayleigh numbers for which the Jahn and Reineke data were 
obtained. Furthermore, the formation and entrainment of solidified debris in the pool may 
reduce the heat tranfer predicted by steady-state natural convection correlations. 

Heat loss from the melt pool to the coolant in the lower plenum is modeled by initially 
considering film boiling and radiation heat transfer. This is based upon results from preliminary 
calculations, which indicate that the fuel/coolant interface temperature is above the critical 
�mperature of water and nucleate boiling could not initially occur. As the upper crust thickens 
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and the interface temperature decreases, it is expected that film boiling will cease. The model 
then considers heat loss via nucleate boiling on the upper crust surface. As the interface 
temperature continues to decrease, the heat transfer due to natural convection is modeled. 

A detailed description of the TMI model is found in Reference 22. Governing equations 
used in the model are summarized in Appendix C. 

3.2.2.2 Input Aaaumpflona. To determine the effects of uncertainties in key parameters, 
various simulations were performed (see Table 3-4). Sensitivity studies were performed to 
investigate the effect of assumptions related to debris decay heat, debris properties, the interfacial 
contact resistance between crust on the pool periphery and the vessel, heat removal from the 
vessel to the containment, the total debris mass that relocated to the lower head, the effective 
surface area of the upper pool crust that is exposed to reactor ve.ssel coolant, and RCS coolant 
subcooling. 

The decay heat values listed in Table 3-4 are representative values for the TMI-2 core at the 
time of core relocation. The upper bound decay heat of 1 .27 MW/m3 (Case 1) was obtained from 
the American Nuclear Society (ANS) Standard 5.1 for the TMI-2 core under the assumption that 
the noble gases (Xe, Kr), halogens {I,Br), and alkali metals (Cs,Rb) are no longer present in the 
debris that relocated to the lower head. The nominal value of 1 .0 MW /m3 was used based on 
estimates by Akers10 for the ceramic urania/zirconia material examined in the companion samples. 
A reduced value of 0.95 MW /m3 is also considered to account for the possibility that the lower 
head contained a melt with 5% non-fuel material. Decay heat values in Reference 10 are 
estimated to have an uncertainty of ± 20%. Reference 10 also indicates that companion sample 
debris underwent a long cooldown period (3-72 hours) because the phase separation between the 
(U,Zr)02 and (Zr,U)02 phases was observed to occur. 

As discussed in Section 2.2.2, assumptions related to the debris composition were based 
upon results from companion sample examinations.10 Debris which solidifies on the pool lower 
and upper boundaries is assumed to have an average porosity of about 20%.10 An interfacial 
thermal resistance may also be present due to surface roughness between the crust and the vessel. 
Using the method suggested by Garnier,24 values for the gap resistance between the vessel and 
crust were estimated to range between 150 and 10,000 W/m2K. 

Heat losses from the vessel outer surface to the containment were modeled using a heat 
transfer coefficient that considered losses via natural convection and radiation. As discussed in 
Reference 5, previous analyses indicate that this heat transfer coefficient may range from 1 to 
100 W /m2K. The value for this coefficient is dependent upon parameters such as vessel 
temperature and containment temperature, which vary during the transient. A combined 
convective and radiative heat transfer coefficient between the vessel outer surface and the 
containment for the TMI-2 accident was estimated to range between 30 and 100 W/m2K. The 
manner in which this coefficient was calculated is documented in Appendix C. However, 
simulations listed in Table 3-4 were performed by selecting relatively high values (70 to 
100 W/m2 K) to maximize heat losses from the vessel because preliminary results indicated that 
vessel temperatures were exceeding values observed from boat sample examinations. Hence, 
analyses with a lower heat transfer coefficient would also indicate that vessel temperatures 
exceeded values , estimated from boat sample examinations. 
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Table 3-4. Vessel thermal response calculation results. 

Decay beat Debris-to-vessel Vessel-to- Quasi-steady Lower crust Upper aust 
Debris power gap heat transfer containment beat downward heat Peak vessel tbictncss at thick:ness at 

bed mass density coefficient transfer coefficient Area Dux at 6 hours temperature 21,600 seronds 21,600 seaxxls 
Case (kg) (MW/m3) (W!m2K) (W!m2K) ratio8 (kW/m2) (K) (em) (em) 

1 10,000 1.27 10,000 100 84 1,525 7.0 s.o 
2 to,OOO 1.00 10,000 100 74 1,350 9.0 7.5 

3 10,000 1.00 10,000 70 1 63 1,525 8.5 s.o 
4 10,000 1.00 10,000 70 3 58 1,425 9.0 20.0 

sb 7,400 0.95 10,000 100 62 1,200 10.0 1 1.0 

6 7,400 0.95 10,000 100 3 60 1,04(f 7.0C 19.0C 

7b 10,000 1.00 1,000 100 1 63 1,220 10.0 1 1.0 

8 10,000 1.00 150 100 1 51 1,137 8.0 7.4 

� 9 10,000 0.95 10,000 100 1 61 1,190 9.5 8.2 I N 
� 

10 10,000 0.95 150 100 ss 1,120 8.4 8.0 

1 1  10,000 1.00 10,000 70 1 65 1,400 9.0 8.0 

1:zd 6,800 0.95 10,000 100 60 1,180 10.0 1 1.0 

13 6,800 0.95 150 100 S4 1,105 8.7 10.0 

14 6,800 0.75 10,000 100 1 55 1,1 10 1 1.0 13.0 

1SC: 6,800 0.75 150 100 49 1,020 10.5 13.7 

a. Ratio between the total surface area and the projected surface area of the upper surface if it was a smooth surface. 

b. Same result was obtained for a case with a subcooled water pool of 100 K. 
c. Case 6 was truncated at a time of 3,600 s because the molten pool freezes at this time, and the model is not applicable for later times. 
d Input for this case was based upon nominal values for input parameters, such as debris decay beat, �o-debris beat transfer coefficient, and w:ssel-to-
containment beat transfer coefficient. 

e. Input for this case was ba.1ed upon Iawver bound values for input paramete�.s, such as debris decay heat, vessel-to-debris beat transfer coeflicicnt, and w:ssel-to-
containment beat transfer coefficient. 
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There is also uncertainty in estimates for the total mass of debris present in the TMI-2 lower 
head. However, it is estimated that the hard layer of debris in the lower head contained up to 
10,000 kg and that additional loose debris was present on top of this hard layer, so that 
approximately 19,000 kg of material had relocated to the lower head. The calculations 
documented in this section are concerned with the formation of a molten pool that later became 
the hard layer in the lower head; therefore, total masses of 6,800 to 10,000 kg were assumed. 
The value of 6,800 kg represents the hard layer mass estimated using probe test results;25 the 
value of 10,000 kg was selected as an upper bound for this mass. 

There is the possibility that the surface of the upper crust is not smooth and flat. A rough, 
cracked, upper crust surface provides more surface area for heat transfer and eventual water 
ingression and, therefore, better heat transfer to the vessel coolant. The surface area parameter 
shown in Table 3-4 is a ratio between the total surface and the projected surface area of the 
upper surface if it were a smooth surface. A maximum value of three was assumed in Cases 4 
and 6, based on work by Farmer.26 This ratio is used as a factor, which bounds the increase in 
surface area that is exposed to the coolant. It is recognized that this is a crude estimate, and 
more work is needed to accurately determine the effect, of surface roughness and water 
ingression into this hard layer. 

The coolant was assumed to be saturated at a temperature of 584 K for each of the cases 
listed in Table 3-4. However, to encompass conditions where there may have been subcooling 
present in the reactor vessel, Cases 5 and 7 were also analyzed assuming a water pool 
temperature of 100 K below saturation. This value maximized the subcooling measured in the 
RCS cold leg temperature following high pressure injection about 15 minutes prior to the time of 
melt relocation. 

3.2.2.3 Results and Discuss/on. The results for Case 2 are shown and discussed as a 
base case example. Case 2 was chosen as a convenient example and is not the best estimate for 
the TMI-2 relocation. Results for the remaining cases are summarized in Table 3-4, and 
additional details related to calculational results are found in Reference 22. None of these cases 
are a precise representation of the TMI-2 relocation. The important observation for all these 
cases is that the qualitative trends are quite similar. The initial and boundary conditions primarily 
impact quantitative values for parameters, such as peak temperature predictions which are given 
in Table 3-4. 

Initial stages of the thermal transient were found to be characterized by high inner vessel 
surface temperatures over short time periods on the order of 1 minute. The inner surface vessel 
temperature at 0 and 30 degrees from the vertical for Case 2 are shown in Figures 3-8 and 3-9. 
For the short-term behavior depicted in Figure 3-8, it is seen that the temperature of the vessel 
'surface at the jet impingement point (i.e., 0 degrees) pea� at about 1 ,500 K for times when the 
debris melt jet is still pouring into the plenum and before significant crust formation occurs. 
��esse) temperatures are then observed to ramp down before they begin to increase over longer 
times. This characteristic peak temperature was observed in all of the simulations during the time 
of jet impingement. Although lower pour rates were observed to decrease the magnitude of the 
peak temperature, the duration of this initial peak was found to increase for lower pour rates. 
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Figure 3-8. Case 2 vessel inner surface temperatures (0 to 200 seconds). 
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Figure 3-9. Case 2 vessel inner surface temperatures (0 to 21,600 seconds). 
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The next ataae of the thermal transient may be observed in Figure 3-9. AJ jet impingement 
enda and the melt pool accumulates, the vessel inner surface temperature decreases and goes 
throuah a minimum (in this case, about 1,000 K) and then begins to rise. This occun because the 
heat transferred from the melt to the vessel is being transferred to the rest of the vessel wall and 
diffuses by conduction heat transfer to the outer vessel surface. An additional reason for this 
phenomena is that additional crust formation occun in the pool, which reduces the heat 
transferred to the vessel. Once the conduction thermal wave has reached the outer vessel wall 
(1 ,000 to 2,000 seconds), the path for conduction heat transfer has become quasi-steady, and thua 
the inner surface temperature begins to rise. 

The final stage of the thermal transient occurs on the time scale of houn as the inner 
surface temperature reaches a maximum and then levels off. This phenomenon occun because 
the heat loss to the vessel (and then to the containment atmosphere) is now at steady state. 
Furthermor,e, the melt pool is cooling and slowly solidifying. Therefore, the driving potential for 
heating the vessel decreases in this timeframe as a balance is reached between heat gain and heat 
loss. 

These three stages of the transient only occur at locations where jet impingement occurs. 
j 

At 30 degrees from· the bottom, the temperature rise is delayed until the melt pool reaches this 
elevation and heating begins. The change in slope of the temperature increase at about 
6,000 seconds occurs due to a solid-to-solid phase change in the steel. This phase change occun 
at - 1,030 K, and the properties of the steel change according to the temperature of the vessel at 
its centerline. Therefore, the beginning of this effect is not seen when the centerline inner 
surface temperature reaches 1 ,030 K, but when the average vessel centerline temperature reaches 
1,030 K. 

For Case 2, the inner surface temperature reaches a maximum value of 1 ,300 K at 
30 degrees and 1,215 K at 0 degrees (see Figure 3- 10). The temperature distribution shown in 
Figure 3-10 illustrates the effect of the angular dependent heat flux due to internal heat 
generation. A peak inner surface temperature of 1 ,340 K is observed to occur at 3S degrees from 
the vertical. At larger angles from the vertical, the inner surface temperature decreases rapidly, 
due to upper crust formation over the molten pool. Although this temperature behavior is 
consistent with deep-pool behavior predicted by the Jahn and Reineke model,23 it is enhanced 
because of the one-dimensional model for heat conduction within the pressure vessel and the lack 
of heat loss through the vessel wall upward into the coolant above the melt; i.e., fin effects are 
not included. However, when angular heat fluxes predicted with the TMI model are input to a 
two-dimensional model, heat losses up the vessel wall were typically found to overshadow 
enhanced convection effects in deeper pools. For example, Case 2 peak vessel surface 
temperatures shift toward the bottom and center of the lower head. Note that several parameters 
play a role in the initial importance of convective currents. In addition to pool depth, which is 
directly correlated to melt mass, the debris decay heat leveJ.s are important. In calculations that 
were performed to evaluate the vessel thermal response to lower debris masses and debris decay 
heats, such as Case 15, minor variations were predicted in angular heat fluxes. 

As shown in Figure 3-1 1 ,  the thickness of the upper crust and the lower crust at 0 and 
30 degrees increases rapidly for initial stages of the transient. However, prior to 5,000 seconds, 
the crust growth rate levels; and a more modest growth rate occurs. Note that the lower crust 
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tbickDeu at 0 dep-eea is laraer than at 30 deareea. This ia because higher beat transfer rates to 
the crust are predicJed at 30 deareea. 

The total heat tranaferred to the lower head and to the coolant above the debris is plotted 
in Fipre 3-12. The rapid increue in the heat transferred down at the start of the calculation 
corresponds to the heat transfer that occurs during the jet impinaement stage. The heat transfer 
upward also has a quick rise at the beginnina, since the upper crust d()('� not form until the jet 
pourina has ceased, which occun one minute into the Calc 2 simulation. The abrupt chanae in 
heat transfer to the coolant can be seen more easily in Figure 3-13, where the time-dependent 
beat fluxes up to the coolant and down to the pressure vessel at the centerline are shown. The 
rapid decay of heat transfer over abort times is due to crust formation on the lower head and 
degraded jet heat transfer due to the formation of the molten pool. If the surface temperature of 
the crust above the molten pool falls below the minimum film boiling temperature, then the film 
boiling regime will collapse and nucleate boiling will exist at the surface. In this case, the heat 
flux would rise as the crust grows to once again balance the heat flow across the interface. This 
case indicates that the upward heat flux is about 20% below the downward value. However, this 
result does change as the initial and boundary conditions are altered. 

As noted earlier, results for other cases are summarized in Table 3-4. Results in Table 3-4 
are generally for a time of 21,600 seconds, which was a time period past the point where peak 
temperatures occurred. An exception is Case 6 results, which are for a time of 3,600 seconds. 
Case 6 results are given at this earlier time because the molten pool freezes at this time and the 
model is not applicable once the entire pool solidifies. Thus, peak vessel temperatures for Case 6 
do not necessarily correspond to the maximum vessel temperature during this transient. This case 
is only provided to indicate the effects of water ingression and increased upward heat transfer 
upon the thermal transient. Obviously, the result that the molten debris will solidify within the 
first hour indicates that increased heat transfer from the debris to the coolant can significantly 
affect the transient. 

The qualitative trends for all the cases are similar; however, the quantitative vessel wall 
surface peak temperatures differ. The first point to note is that the heating is uniform along the 
vessel wall, with the only local heating excursion being predicted during the time of jet 
impingement at the particular location of jet impingement. The model predicts the magnitude of 
this local hot spot to be on the order of 1,400-1,500 K (see Figure 3-8), and it typically persists 
for about a minute. This is not in agreement with observations from TMI-2 vessel boat sample 
material.13 Hence, the jet impingement process cannot alone explain the localized hot spot 
temperatures observed in the boat. sample examinations, and Scenario 1 from Section 2 was 
eliminated from further consideration. A much longer duration and more spatially uniform 
heating is obsel'\'ed to occur at the vessel wall after several hours (-20,000 seconds). Peak vessel 
inner surface temperatures for this later heating are predicted to be between 1 ,020-1 ,525 K, 
depending upon the initial and boundary conditions selected. 

Boat sample examinations indicate that vessel inner surface temperatures for regions outside 
the bot spot did not reach temperatures above the ferritic-to-austenitic transition. Hence, 
temperatures predicted for Case 1S (in which lower bound values for inputs were used) are the 
only results that are consistent with metallurgic examinations. Recognizing that there is 
considerable uncertainty in model input parameters and in modeling debris/water interactions, it 
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wu decided to adopt the following approach for performing calculations to predict global and 
localized vessel failure: 

1 .  Obtain nominal and lower bound temperature distributions by selecting appropriate 
values for input parameters. 

2. Superimpose a hot spot temperature distribution consistent with results of the vessel 
steel sample examinations (i.e., a cue with heat fluxes close to those used in Case 1 1 , 
which produces a temperature distribution with peak values between 1,348-1,373 K for 
about 30 minutes) on temperature distributions where peak values do not exceed the 
transition temperature. 

Time-dependent temperature distributions for the nominal and lower bound cases, Cases 12 
and 15 in Table 3-4, respectively, are plotted in Figures 3-14a and 3-1Sa. Time-dependent heat 
fluxes for th::;e cases are plotted in Figures 3-14b and 3-lSb. The manner in which these 
temperature distributions were applied in the global and localized vessel failure calculations is 
discussed in Sections 4.3. 1 and 4.4.1 .  

3.2.3 Summary 

Calculations were performed to investigate the potential for the debris jet impinging upon 
the TMI-2 lower head to cause the hot spot temperatures observed in TMI-2 boat sample 
examinations. Time-dependent temperature distributions were obtained that can be input to 
global and localized vessel margin-to-failure calculations. 

Calculations provided several useful insights into the TMI-2 accident, which are summarized 
below. 

• Although the quantitative vessel wall surface peak temperature differed, results from 
several sensitivity studies were qualitatively similar. Namely, the thermal response can 
be divided into three time periods. 

An initial localized temperature spike for the time and location of jet 
impingement (typically, on the order of 1 minute) 

A transient vessel heatup (typically, on the order of 1 hour) 

A quasi-steady vessel temperature distribution (typically, lasting for several hours) 

Calculations indicate that the vessel temperature gradient is relatively shallow 
( 150-200 K) 

• Rapid crust buildup (5-20 em) causes the reactor coolant to remove heat from the 
lower head debris via nucleate boiling. Hence, results were relatively insensitive to 
coolant subcooling. 
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• Only a case with lower bound input assumptions was found to result in global peak 
temperature predictions that do not exceed the ferritic-to-austenitic steel transition 
temperature range. 

• The magnitude and duration of hot spot temperatures estimated in TMI-2 vessel 
examinations could not have been caused by an impinging jet. Rather, hot spot 
temperatures must have occurred later in the scenario from a sustained heat load due 
to molten debris upon the lower head. Hence, calculation results indicate that the 
assumption that hot spot temperatures were caused by a coherent jet impinging upon 
the vessel (assumed in Scenario 1 of Section 2.3) is incorrect. 

• The limited area estimated in TMI-2 vessel examinations to have experienced hot spot 
temperatures suggests that this region was subjected to a localized beat source, such as 
might occur with a non-homogeneous debris l;>ed or a localized region with enhanced 
debris-to-vessel contact. 

3.3 Summary for Melt Relocation and 
Thermal Response Calculations 

Prior to performing failure analyses, scoping calculations were performed to provide 
boundary conditio�s for the subsequent tube and vessel failure analyses. Calculations included in 
this section consider the potential for molten debris to travel through instrumentation nozzles of 
the TMI-2 pressure vessel, the potential for a jet of molten debris to fragment as it travels 
through coolant, and the thermal response of the vessel during and after relocation of molten 
debris. Input to these calculations was based upon data from companion sample debris 
examinations, nozzle examinations, and other available sources of TMI-2 data, such as plant 
instrumentation data. Where possible, data from vessel ''boat sample" metallurgical examinations, 
such as peak vessel temperatures, were used as a check on thermal analysis results. 

Major insights from these calculations are summarized below: 

• Ceramic melt is not predicted to travel through TMI-2 instrument nozzles to locations 
below th� vessel. Hence, ex-vessel tube temperatures are not predicted to experience 
higher temperatures than the reactor coolant system temperatures, and tube failure 
calculations should be performed using RCS temperatures. 

• The amount of breakup occurring as melt relocated to the· lower plenum is 
insignificant. Hence, calculation results indicate that the assumption that significant jet 
breakup occurred during relocation (assumed in Scenario 3 of Section 2.3) is incorrect. 

• The magnitude and duration of hot spot temperatures estimated in TMI-2 vessel 
examinations were not caused by an impinging jet. Rather, hot spot temperatures must 
have occurred later in the scenario from a sustained heat load from molten debris upon 
the lower head. The limited area estimated to have experienced hot spot temperatures 
suggests that this region was subjected to a localized heat source, such as might occur 
with a nonhomogeneous debris bed or a localized region with enhanced debris-to-vessel 
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contact Hence, calculation results indicate that the assumption that hot spot 
temperatures were caused by a coherent jet impinging upon the vessel (assumed in 
Scenario 1 of Section 2.3) is incorrect. 

• Only a case with lower bound input assumptions was found to result in global peak 
temperature predictions that do not contradict the results from boat sample 
examination data, namely that global vessel temperatures remain below values where 
the vessel material undergoes a transition from ferritic-to-austenitic steel. It should be 
noted that the cooling rates observed in metallurgical examinations of vessel specimens 
in the hot spot region were not predicted in any of the cases analyzed in this section. 
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4. SCOPING CALCULATIONS FOR STRUCTURAL RESPONSE AND 
MARGIN-TO-FAILURE ESTIMATES 

As discussed in Section 1, margin-to-failure calculations were performed to evaluate the 
potential for the TMI-2 vessel to fail via mechanisms such as tube ejection (which must be 
preceded by weld failure), tube rupture, global vessel failure, and localized vessel failure. 

Figure 1-1  illustrates how calculations within this section are coordinated. Thermal analyses, 
documented in Section 3, provide input for these calculations. For each failure mechanism 
considered, estimates are provided for a margin to failure to provide insight into which 
mechanisms had smaller failure margins during the TMI-2 accident. 

4.1 Margin-to-Failure Background 

Margin to failure, as defined by exceeding ultimate strength or by creep failure, is evaluated 
for each failure mechanism. The ultimate-strength margin to failure is straight fotward, calculated 
as a function of the ratio of the maximum effective stress to the ultimate strength. Creep margin 
to failure is more ambiguous to define. Unlike ultimate strength, creep failure is time dependent. 
Given enough time at high temperatures with some stress, a creep failure will be predicted even 
when the ultimate-strength-based margin to failure is significant. 

As a basis of comparison between failure mechanisms, a margin to failure for creep failure 
using a stress-based damage failure criterion was defined by the consensus of the Structural 
Mechanics Peer Review Group.1 The procedure includes converting the multi-dimensional stress 
state 1.0 an effective stress, interpolating the time to failure for constant temperature and stress 
using the Larson-Miller parameter (LMP), and predicting time to failure for the actual stress and 
temperature history using a time damage model. The entire procedure has not been verified 
experimentally for cases such as the TMI-2 vessel, where temperature and pressure are changing 
and a temperature gradient exists through the thickness. However, the individual steps 
(calculation of effective stress, interpolation of time to failure with the LMP and use of the time 
damage model) have been verified experimentally.2-6 Additionally, this procedure has been used 
in previous creep analysis of a case with a geometry very similar to the TMI-2 vessel and 
penetrations: thick-wall furnace tubes, under internal pressure with a temperature gradient 
through the thickness. 7 

Currently, there is not a single method or procedure that is universally accepted for defining 
margin to failure. Using a stress-based criterion, other methods are available for each of the steps 
outlined above. For example, past discussions have centered on the use of Mises effective or 
maximum tensile stress. The proper stress depends on whether crack initiation or propagation 
dominates the creep behavior.8 Other parameters can be used to interpolate time to failure for 
constant stress and temperature. Finally, several damage models have been proposed in lieu of 
the stress-based time damage model. 

Some of the damage models proposed in the published literature include a strain damage 
model,9 combined strain and time damage models,10,11 and a combined strain and temperature · 
damage model.12 Experimental studies comparing time damage and strain damage models for 
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high-alloy steels have shown that in some cases the time damage models are more conservative; in 
other cases, the strain damage model is more conservative; and in many cases, a combined 
criterion appears to give the best results.10�11 It is difficult to assess the applicability of the time 
and temperature damage model to SA533B, since it was developed for zircaloy, which is not a 
ferrous material. 

No single creep failure criterion, which likely is material dependent, has been proven to be 
superior. It is beyond the scope of this project to determine which failure criterion is best for 
SA533B under accident conditions. Given the limited data for SA533B at very high temperatures 
and the scatter in creep data, a simple procedure that has been used in prior published analyses 
was initially recommended by the Structural Mechanics Peer Review Group for the margin-to
failure calculations. However, results from initial calculations using this stress-based damage 
failure criterion predict�d failure at times when strains were quite small (less than 10% ). 
Members of the Structural Mechanics Peer Review Group noted that these results suggest that 
the stress-based damage failure criterion used in initial calculations was too conservative. Hence, 
a second set of calculations (reported in Section 5.2) were performed in which failure was defined 
as the point where mechanical instability occurs rather than invoking a stress-based damage failure 
criterion. 

4.2 Scoplng Analysis for TMI Penetration 
Tube Weld Failure 

A penetration ejection model was developed in the NRC-sponsored lower head program1:l to 
predict penetration ejection, assuming that the penetration weld failed. Prior to using the tube 
ejection model, it is necessary to establish that weld failure occurs. Metallurgical evidence from 
the VIP examinations indicates that the lnconel penetration welds did not melt. Stainless steel 
cladding, which has approximately the same melt temperature as lnconel, showed no signs of melt, 
even inside the hot spot.14 Actual examination of a penetration weld slightly outside the hot spot 
revealed no melting of the weld (including the buildup above the vessel surface ).15 From this 
evidence, it was concluded that penetration welds did not melt. 

This analysis examines the mechanical behavior of the weld for penetrations inside the hot 
spot, subject to the maximum predicted temperatures and maximum recorded pressures during the 
accident. Its purpose is to evaluate the possibility of weld failure by exceeding ultimate strength 
or by creep. If weld integrity is assured, further penetration ejection analysis is not needed (weld 
integrity precludes ejection). 

4.2.1 Modal Description 

This analysis used a mechanics of materials approach, comparing weld stresses to ultimate 
strength data and weld creep rupture strength data. Applied stresses, from system pressure and 
tube dead weight, were assumed to be carried by the weld in pure shear. A margin to failure, 
based on ultimate capacity, was calculated. The time to fail by creep, at the accident 
temperatures and the assumed pressure, was calculated using the LMP. 
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4.2.2 Input Aaumptlona 

Input assumptions for the best-estimate analysis are described below. Uncertainties in the 
assumptions are provided in the next section. 

Geometzy 

It was assumed that the critical region for penetration weld failure was in the hot spot of the 
vessel, located approximately 0.5 m from the centerline of .the vessel. Schemati.;s of a centerline 
instrument tube and penetration weld are shown in Figures 4-1 and 4-2.16,17 Although Figure 4-1 
shows the tube intersecting the vessel at 90 degrees, tubes in the hot spot intersect the vessel 
obliquely because the hot spot is not located at the bottom of the vessel. This did not affect the 
analysis, due to conservative assumptions in the weld shear area described below. The length of 
the instrument tube, 5.47 m, from the vessel to the first unistrut support was used to calculate the 
dead weight of the tube, as shown in Figures 4-2 and 4-3. The unistrut support is located, as 
shown, at the horizontal end of the pipe bend. 8 

The weld shear area was taken as the area of intersection between the tube and the weld. 
As a conservative measure, the weld area associated with the weld buildup above the cladding was 
ignored. 

Material Properties 

An INC082T weld joins the Inconel-600 tube and the SA533B vessel material. High 
temperature lnconel-600 tensile and creep properties13 were used for this analysis, because high 
temperature INC082T properties were not available. In general, this will produce conservative 
results, since weld materials have higher strength properties than their base material counterparts. 
lnconel-600 ultimate strength as a function of temperature and the LMP fit for creep data are 
included in Appendix A 

Loads and Temperatures 

This analysis assumed that the pressure load and instrument tube dead weight were carried 
in pure shear, solely by the penetration weld, as shown in Figure 4-3. The maximum recorded 
system pressure for over 10 hours after relocation (see Figure 2-2), 15 MPa, was used. The dead 
weight was calculated from the length of tubing from the lower head to the first unistrut support. 
The unistrut support was not allowed to bear any of the load. The peak weld temperature was 
assumed to be 1 ,361 K for 0.5 hours. This is the mid-point for the peak temperature range 
(1,348-1,373 K) �timated from metallurgical examination.14 

4.2.3 Uncertalntlea 

Primary sources of uncertainty in this analysis were the peak temperature estimates from 
TMI-2 boat sample examinations14 and the creep data fit to the LMP. The range for temperature 

a. Personal communication with Babcock and Wilcox personnel, Lynchberg, Virginia, September, 1992. 
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uncertainties (1 ,348-1,373 K) waa taken from metalluraical atudiea.14 Upper and lower bounds 
for the LMP data were statistically tit18 to 95% confidence limits, aa shown in Appendix A, 
Figure A-33. The minimum ablation height was also uncertain; therefore, the most reasonable, 
conservative estimate was used. 

The upper limit of the margin to failure and creep failure time were calculated using the 
lower peak temperature, 1 ,348 K, and the upper limit of the LMP fit to stress. For the lower 
limit of margin to failure and creep failure time, the upper peak temperature, 1 ,373 K, and lower 
limit of the LMP were used. Upper and lower limit fits for the LMP are listed in Appendix D. 
Calculations are similar to the best-estimate calculations shown in Appendix D. 

4.2.4 Raaulta 

Results from calculations, detailed in Appendix D, indicate that the dead load is less than 
2% of the total load. The effective stress due to applied loads, 12.32 MPa, is low relative to the 
ultimate strength, 30.78 MPa, for lnconel-600 at 1 ,361 K. The Mises effective stress was used 
because it was found to be more conservative than the Huddleston effective stress2 with a pure 
·shear stress state. Ultimate-strength margin to failure was defined for this analysis as 

Margin to Failure = ( 1  - effective stress/ultimate strength)100%. 

This makes the best-estimate, ultimate-strength margin to failure equal to 60% (see Table 4-1 ). 

If the peak temperature (1 ,361 K) and maximum system pressure (15 MPa) were held 
constant, the time to rupture is 7.2 hours (see Table 4-2). Estimated time at peak temperature 
was 0.5 hours. Naturally, the material spent time at some elevated temperature after peaking, but 
the fact that the weld could carry the most severe conditions for 6. 7 hours longer than they were 
actually imposed assures that the TMI-2 accident would not have caused weld failure. 

Table 4-1 . Ultimate strength margin to failure for instrument tube weld failure. 

Upper limit (1 ,348 K) 

Best estimate ( 1 ,361 K) 

Lower limit (1 ,373 K) 

65% 

60% 

54% 

Table 4-2. lime to creep failure for instrument tube weld failure. 

Upper limit (1 ,348 K, upper LMP) 

Best estimate (1 ,361 K, be�t LMP) 

Lower limit (1 ,373 K, lower LMP) 

4-6 

16.9 h 

7.2 h 

4.2 h 



4.2.1 Dlecualon 

This analysis showed that the ultimate-strength margin to failure for the penetration weld 
during the TMI-2 a�ident was at least 54%. If the peak temperature and a 15 MPa system 
pressure were both maintained constant, the minimum time to creep failure was 4.2 hours. These 
results, convincing in the large, ultimate-strength margin to failure and the long estimated time to 
creep failure, are conservative for the following reasons: 

• The weld buildup material was ignored, reducing the load bearing weld area (shear 
area). 

• The minimum weld depth into the vessel was used to calculate load bearing weld area 
(shear area). 

• The analysis assumed a pressure of 15 MPa. The maximum temperature may have 
occurred with a lower pressure. 

• Calculations for the time to creep failure held the peak temperature constant, when in 
fact, the peak temperature was estimated for only O.S hours. 

• The load was carried solely by the weld. None of the load was distributed to the 
unistrut support. 

Ultimate strength failure was not predicted because the applied str�3 on the weld was very 
low. Although the assumed temperature for the weld was relativd.y high (1 ,348-1,373 K), the low 
applied stress (12.32 MPa, 1.786 ksi) presented little challenge to the ultimate strength of the 
weld, as indicated by the 60% best estimate for margin to failure. Again, because stresses were 
low, best-estimate creep failure was not predicted before 7.2 hours. Since penetration weld 
integrity during the TMI-2 accident was assured, penetration ejection was ruled out as a possible 
failure mode. 

4.3 Ex-Vessel Instrument Tube Failure 

Another possible failure mode of the primary system containment associated with the 
instrument tube was that of the tube bursting under accident conditions in a location outside the 
vessel lower head. This failure would reduce the pressure in the tube, increase the pressure 
differential across any melt entering the tube from the debris bed above, and allow additional melt 
penetration through the vessel wall and out of the primary pressure containment. An approach 
based on force equilibrium, similar to that of the instrument weld tnargin to failure was used to 
evaluate tube failure. Margins to failure based on creep time to failure and ultimate strength 
were calculated. 

4.3.1 Calculations 

As discussed in Section 3, the melt penetration analysis of the instrument tube indicated that 
melt would not penetrate beyond the vessel thickness. Hence, the temperature conditions for this 
analysis were limited to those of the reactor coolant system during the accident (see Figure 1 -1  ). 
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An upper bound on the coolant temperature (600 K) was taken to be the saturation temperature 
corresponding to the peak system pressure during the first 12 hours after relocation. The lower
bound temperature ( 400 K) was based on the minimum value measured in the cold leg during the 
transient. Since these conditions were expected to result in high margins to failure, a constant 
upper-bound system pressure of 15 MPa was assumed for the loading. This simplified the analysis 
and produced a conservative result. 

The TMI-2 penetration tube is made of Inconel-600 material. Plots of ultimate strength as a 
function of temperature and the LMP fit for the creep test data for this material are included in 
Appendix A, Figures A-28 and A-33. 

As Figure 4-4 indicates, the operating system pressure is the primary load on the instrument 
tube. Because the instrument tube configuration below the lower head (see Figure 4-2) makes a 
large bend and is subsequently routed horizontally, the ex-vessel pressure load results in an axial 
stress component, as well as a hoop stress component, in the wall of the tube. Huddleston's 
criteria2 for multi-axial conditions was applied to calculate the effective stress (Appendix A-2.3. 1 ). 

This effective stress, o ,  was compared to the ultimate strength, S14, of the material at 600 K 
and 400 K to determine an ultimate-strength margin to failure as shown in 

(4-1) 

The creep time to failure was calculated using the applied stress resulting from a constant 15 MPa 
system pressure, the bounding temperatures, and the Larson-Miller curve for lnconel-600. 

4.3.2 Results 

Results of these calculations indicate that the ultimate strength margin to failure is 96.0 % at 
a temperature of 400 K and 95.8% at 600 K. The small variation in margin to failure is a result 
of the minor variation in the ultimate strength for Inconel-600 in this temperature range. Times 
to creep rupture at these temperatures are of the order of 1015 and to2Y hours. Hence, both 
measures of margin to failure calculated here are very high. 

4.4 Global Vessel Rupture 

A calculation of margin to failure for global vessel rupture requires that the lower head be 
considered for a structUiul collapse mechanism under the primary loading of the vessel's internal 
pressure. Thermal stresses complicate the analysis by causing stress redistribution, some plastic 
response, and, at higher temperatures and stresses, creep relaxation, resulting in further stress 
redistribution. These stresses tend not to cause ultimate collapse of a structure unless the primary 
load-carrying capacity is affected by the thermal plasticity and creep damage. 
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x's mark points in tertiary creep 
Time = 3 . 1 4 h 

Time = 4 .87 h 

Time = 3 .85 h 

Time = 5 .81  h 

Figure 5-30. Distribution of ligaments experiencing tertiary creep at various times for the 625% nominal case with a hot spot. 
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Figure 5-31 . Distribution of ligaments experiencing tertiary creep at various times for the 50% nominal case with a hot spot. 
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Figure 5-32. Comparison of results with and without rapid cooling for a 62.5% nominal case 
with a hot spot. 
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a hot spot. 
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Time = 1 22 h Time = 1 69 h 

Figure 5-36. Distribution of ligaments experiencing tertiary creep at various times for the 62.5% nominal case with a hot spot and rapid 

cooling. 
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Figure 5-37. Distribution of ligaments experiencing tertiary creep at various times for the 75% nominal case with a hot spot and rapid 
cooling. 



nominal, with failures occurring just under two and three hours respectively. A very different 
response is seen for the case involving the hot spot on �0% of nominal background. Here the 
rate of change of deformations appears to become more modest with time after a few hours. 

To further define the fraction of nominal heat flux resulting in failure, a case was run 
corresponding to 62.5% of nominal. A comparison of this case with the case involving 50% 
nominal is shown in Figure 5-27. Note that both the vertical and horizontal scales differ from 
Figure 5-26. At approximately four hours into the transient, the pressure history contains a 
substantial depression, resulting in pressures as low as 3 MPa before ascending back to 16 MPa at 
1 1  hours. The rate of change of deformations drops dramatically once this depression is 
encountered. In the case of a hot spot on 50% nominal, the hot region is still quite restrained 
before depressurization, with very small tensile normal stress components in the hot spot region. 
When the system depressurizes, the vessel unloads elastically, and most of the hot spot 
experiences compression following depressurization. Only the outer two ligaments experience 
tension at this time. The structure creeps down for a period of time, so that the hoop strain 
actually decreases during depressurization. There is less of this effect for the case of 62.5% of 
nominal, and, after the depressurization is complete (approximately 5.25 hours), values for these 
deformation parameters begin to rise again. The increase in meridian rotation at this time is the 
most obvious of the three. Unfortunately, the combination of depressurization with the partial 
propagation of tertiary creep through the vessel results in a few severe stress states which slow 
the simulation down dramatically. Ligaments were allowed to and did return to the secondary 
regime, but thiS did not relieve all points from the tertiary regime. As a result, it was not possible 
to get the simulation to advance past six hours with the actual pressure history. Figure 5-27 
illustrates that the case involving 62.5% of the nominal heat flux advanced to substantially greater 
deformations than the case involving 50% nominal heat flux before the depressurization, and the 
deformations appear to recover and continue to climb after depressurization. Results involving 
rapid cooling, discussed below, suggest that a vessel experiencing these deflections and subject to 
repressurization to 16 MPa will again experience rapid rates of increasing deformation. The 
simulations suggest that the vessel is not able to survive slow cooling of a hot spot on a 
background heat flux 62.5% of the nominal level. 

Figures 5-28 through 5-31 illustrate the distribution of tertiary ligaments for the cases of hot 
spots on 100%, 75%, 62.5% and 50% of nominal background heat fluxes under the actual 
pressure history. It is clear from the figures that the tertiary regime occupies a decreasing 
fraction of the lower head as the nominal background heat flux is reduced, until, at 62.5% of 
nominal, it is unable to propagate all the way through thickness before the depressurization. Also 
note that once the depressurization occurs, the through thickness propagation recedes in the case 
of 62.5% nominal. The results of these slow cooling analyses are that the vessel is capable of 
surviving a hot spot on a background heat flux between SO% and 62.5% of nominal; this is to be 
compared with the results from the stress-based damage failure criterion results, which suggest 
that survival is possible on a background between 25% and 33% of the nominal case heat flux 
(see Section 5.Ll). 

5.2.3 Effects of Failure Criterion on Rapid Cooling Case Results 

Rapid cooling simulations were performed for hot spots on background heat fluxes equal to 
62.5%, 75% and 80% of the nominal level. Maximum values of deformation parameters are 

5-58 



plotted in Figures 5-32 through 5-35, and distributions of tertiary ligaments and vessel 
deformations are shown in Figures 5-36 through 5-38. Rapid cooling in all cases was initiated at 
2. 16 hours into the transient, at which time the hot spot had been above 1320 K for a sufficient 
period of time to be consistent with observations from TMI-2 metallurgical examinations. At the 
time rapid cooling is initiated for the case of 62.5% of the nominal heat flux, the vessel has 
experienced only modest deflections, and the hot spot is still well restrained. Initiation of rapid 
cooling results in a small decrease in all freedoms and the vessel asymptotically reaches a benign 
state. The vessel easily survives the case of rapid cooling for 62.5% of the nominal heat flux. In 
the cases of rapid cooling for 75% and 80% of the nominal heat flux, the vessel has experienced 
considerably greater deformation before rapid cooling is initiated. The characteristic response of 
the freedoms is quite different from the case of 62.5% of the nominal heat flux. During the 
cooling period itself, there is little change in either the peak strain or vertical deflection, but the 
maximum meridian rotation decreases. Once the cooldown is completed, all freedoms continue to 
increase, but at a slower pace than experienced before the initiation of rapid cooling. At four 
hours into the transient, the system depressurizes, and virtually no change in any of the freedoms 
occurs during this period. Once the system begins to repressurize at 1 1  hours, however, all 
freedoms begin to rapidly increase again. Although these latter two cases were not run all the 
way to failure, it appears from the plots that failure occurs in about 13 and 1 1  hours, respectively, 
for the cases of rapid cooling of a hot spot from 75% and 80% of the nominal background heat 
flux. Figure 5-35 shows a comparison of the three cases with rapid cooling. 

Plots of vessel deformation and the distribution of tertiary ligaments are shown in 
Figures 5-36 through 5-38. A word about the secondary to tertiary transition criterion is in order 
to permit comparisons of Figures 5-28 through 5-31  with Figures 5-36 through 5-38. The 
transition criterion is based on strain, and the transition strain is a function of both temperature 
and stress as described in Appendix A The creep data indicate the transition occurs at relatively 
low strains (few percent) at low temperatures (873 K), but that the transition strain increases 
dramatically (as high as 20%) at intermediate temperatures (1 ,073 K), before falling again to 
10-12% at high temperatures ( 1 ,273 K). In examining tbe distributions of tertiary ligaments in 
Figures 5-28 through 5-31 ,  it should be kept in mind that these are slow cooling cases with the 
hot spot near its peak temperature, and substantial strains are required to reach the tertiary 
transition through thickness. Once rapid cooling is initiated, the temperatures fall dramatically, 
and the vessel can experience the tertiary state at more modest strains. In examining Figure 5-36, 
for instance, corresponding to rapid cooling of a hot spot on 62.5% of nominal background, it can 
be seen that at 2. 16  hours, just about the time rapid cooling is initiated, there are no tertiary 
ligaments in the vessel. The vessel is still at elevated temperature, and the lack of tertiary 
ligaments is consistent with the first frames in Figures 5-28 through 5-3 1 ,  which show only a few 
tertiary ligaments at comparable strains. Once rapid cooling is initiated, however, the transition 
from secondary to tertiary occurs at more modest strains, so that the outer half of the vessel 
underneath the hot spot enters the tertiary regime. The stress levels in the tertiary regions of 
Figure 5-36 are nearly zero, with the entire load being taken by the inner portion of the vessel. 
Figures 5-37 and 5-38 both indicate that the vessel has experienced some propagation of the 
tertiary regime th�ough thickness prior to rapid cooling, and the onset of cooling is sufficient to 
push the entire hot spot region into the tertiary regime through thickness. This would be largely 
responsible for the rapid rates of increase of freedoms following repressurization at 1 1  hours. 
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Figure 5-38. Distribution of ligaments experiencing tertiary creep at various times for the 80% nominal case with a hot spot and rapid 
cooling. 



It should also be noted that the tertiary data in Appendix A are provided at and above 
873 K.. Below this temperature, the relationships at 873 K were used. Twelve hours into the 
transient following rapid cooling, temperatures in the hot spot region were only 50-100 K below 
this value, so the use of these relationships at these temperatures is conservative but not 
unwarranted. At some point, however, there needs to be a criterion for deciding at what 
temperature the transition from tertiary back to secondary is permitted. The final states in 
Figure 5-36, for instance, are at 573 K, where creep is not likely to occur at all, and the notion of 
some states being in the tertiary regime is meaningless. In this particular simulation, however, the 
final tertiary states are entirely benign and of no consequence to the vessers survival. 

In summary, it has been found that vessel survival based on a mechanical instability failure 
criterion is possible for a hot spot on 50% to 62.5% of nominal case background heat flux under 
slow cooling conditions, and between 62.5% and 75% of nominal case heat fluxes in the presence 
of rapid cooling. Levels of survivable heat flux are substantially larger than in the slow cooling 
case analyzed using the stress-based damage failure criterion, but the distinction between slow and 
rapid cooling survivability is not nearly as great. 

5.3 Conclusions 

Additional calculations were completed to investigate two areas of uncertainty identified by 
the initial scoping calculations in Section 4. Specifically, the amount of cooling that occurred 
within the debris after relocation and the criterion used for predicting vessel failure were 
investigated with additional sensitivity studies. 

Although data are not sufficient to determine the exact mechanism that caused the debris to 
cool within the fi�t two hours after relocation, two possible forms of cooling were investigated 
that have the potential to produce this additional cooling: 

• A slow cooling mode in which it is assumed that water slowly removes heat as it travels 
through cracks in the debris 

• A rapid cooling mode in which it is assumed that coolant rapidly removes heat as it 
travels through gaps or channels between the vessel and debris. 

Three types of calculations were performed to investigate debris cooling. Using a stress
based damage failure criterion, calculations were first performed to quantify the magnitude of 
cooling needed to prevent vessel failure and obtain vessel temperature responses consistent with 
VIP metallurgical examination data. Then, analyses were performed to evaluate the type of 
debris configuration (i.e., the number and size of cracks and the gap size) needed to obtain the 
estimated cooling rates. Finally, the hypothesis of debris cooling was evaluated using an energy 
balance based on parameters measured directly during the accident or inferred from data 
measured during the accident. 

Slow cooling analysis results indicate that the vessel will survive a hot spot in the presence of 
a background heat flux that is between 25% and 33% of the nominal, best estimate, heat flux 
assumptions in Section 3. Rapid cooling analysis results indicate that negative heat fluxes 
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between 25 and 125 kW /m2 are needed to obtain cooling rates consistent with metallurgical 
examination data of vessel steel in the hot spot region. , 

Although higher percentages of the nominal heat flux in the region outside the hot spot may 
occur if rapid cooling is present, analyses indicate that a combination of both cooling mechanisms 
must occur in order for results to be consistent with metallurgical examination data. For example, 
if only a slow cooling mechanism were present, the vessel temperatures would not experience the 
rapid cooling rates observed in the metallurgical examinations. Furthermore, a rapid cooling 
analysis for a case in which a 75% nominal background heat flux is imposed on the vessel 
indicates that the vessel would fail before the hot spot temperatures could be sustained for the 30 
minute time period estimated in metallurgical examinations. Therefore, these cooling analyses not 
only provided an estimate for the magnitude of cooling that must occur, but also indicated that 
analyses considering both cooling mechanisms were needed in order to be consistent with results 
of the TMI-2 VIP examinations. 

Scoping thermal analyses were performed to postulate the types of cracks or gaps that are 
needed in the debris to obtain the estimated cooling 'rates. Conservative heat transfer 
assumptions were !used in these analyses to obtain lower estimates on the amount of heat that 
would be removed by coolant traveling through debris cracks or a debris-to-vessel coolant gap. 
Results indicate that the nominal background heat flux could be reduced by 25% if less than 220 
"through cracks" with a 0.5-cm effective diameter existed in the hard layer of debris on the lower 
head. This number of cracks represents an insignificant volume fraction of the hard layer of 
debris in the lower head. Calculations also indicate that . coolant traveling through a 0.1 -cm gap 
between the debris and the vessel could result in the rapid vessel cooling rates estimated by 
metallurgical examination data. Note that both of these calculations conservatively assumed that 
the coolant remained liquid as it removed heat from the debris. If the coolant traveling within 
the debris channels,.was assumed to boil, heat transfer would be much more efficient (thus 
reducing the number and/or size of channels). 

An energy balance considering coolant mass flows entering and leaving the vessel indicates 
that the debris must have cooled after relocation. Calculations were conservatively performed by 
neglecting heat losses to the vessel and internal structures. Input parameters, such as debris 
decay heat, coolant injection rates, and relief valve flow rates, were quantified based on data 
measured during the accident or inferred from data measured during the accident. For all cases 
evaluated, which included upper-bound and lower-bound estimates on debris decay heat and mass 
flow rates, the debris was predicted to cool in the time period between debris relocation and 
vessel repressurization. 

Calculations were also performed to assess the influence of failure criterion and the 
inclusion of tertiary creep on failure predictions. Specifically, analyses were performed including 
the effects of tertiary creep with failure defined as the point where mechanical instability occurs 
rather than invoking a stress-based damage failure criterion. Results fron1 these calculations 
indicate that the vessel would survive if exposed to a hot spot on 50 to 62.5% of the nominal case 
heat fluxes under slow cooling and between 62.5 and 75% of the nominal heat fluxes in the 
presence of rapid cooling. The percentages of nominal case heat fluxes for which the vessel is 
predicted to survive for the slow cooling cases are nearly a factor of two larger than percentages 
predicted using a stress-based damage failure criterion. However, the percentages of nominal case 
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heat flux for which the vessel is predicted to survive for the rapid cooling cases is similar to levels 
predicted with the stress-based damage failure criterion. 

In summary, scoping calculations led to the hypothesis that the debris cooled within the first 
two hours after relocation although there are insufficient data to determine the exact mechanisms 
that caused the debris to cool. Although the magnitude of cooling required was lower when a 
mechanical instability failure criterion was used instead of a stress-based damage failure criterion, 
analyses using either failure criterion indicated that t�e debris cooled within the first two hours 
after relocation. This cooling is substantiated by calculations based upon RCS coolant injection 
and relief rates. Several plausible mechanisms for achieving this cooling were investigated. 
Calculations indicate that the debris cooling rates needed to prevent vessel failure could be 
achieved if a minimal volume of cracks were present in the debris. Furthermore, it is predicted 
that coolant traveling through a minimal size of gap between the debris and the vessel could cool 
the vessel at rates consistent with the results of metallurgical examinations of the vessel steel. 
samples. 
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6. SUMMARY AND CONCLUSIONS 

As part of  the TMI-2 VIP, margin-to-failure calculations were performed to increase under
standing about events that occurred during the TMI-2 accident. Because there is considerable 
uncertainty in input parameters for these calculations, analyses relied upon methods with closed
form or simplified numerical solution techniques. With this approach, a large number of cases 
could be evaluated rapidly and efficiently. 

Calculations were performed to consider the four failure mechanisms identified in 
Figure 6-1 :  

• Tube rupture 

• Tube ejection 

• Global vessel failure 

• Localized vessel failure. 

Unshaded shapes in Figure 6-1 indicate which analyses were performed in this study. Note that 
several analyses for evaluating certain phenomena--f;uch as jet impingement, melt penetration 
distance, vessel thermal response, and weld failure-provided input to the failure analyses. As 
indicated by the shaded boxes, results from some of these preliminary analyses eliminated the 
need for subsequent analyses. For example, results from melt penetration calculations indicate 
that molten fuel will not relocate to locations below the lower head. Therefore, reactor coolant 
system temperatures were applied in subsequent tube rupture analyses, rather than performing an 
ex-vessel tube heatup analysis �th debris in the tube. 

As indicated in Figure 6-1 ,  these calculations employed three major sources of VIP 
examination data: 

• Nozzle examination data for characterizing melt composition and penetration distances 
within nozzles 

• Companion sample examination data for characterizing debris properties, such as decay 
heat and material composition 

• Vessel steel boat sample examination data for characterizing peak vessel temperatures, 
duration of peak temperatures, and vessel cooling rate. 

I 

Some of the data 'rere used to quantify input to the calculations and some were used to verify 
output from the calculations. As illustrated by results within this report, some of the companion 
sample data-namely that the debris underwent slow cooling-were inconsistent with the vessel 
steel cooling rate inferred from examinations of the boat samples. When results based upon 
companion sample data indicated that vessel failure would occur, it was postulated that additional 
cooling, not indicated by companion sample data, needed to be considered in the analysis. Hence, 
calculations were performed to quantify the magnitude of this cooling and the hypothesized debris 

6- 1 



M91 9  jlr-0793-02a 

Figure 6-1 . Flow diagram illustrating margin-to-failure calculations performed in this study. 



configuration required to support this cooling. An energy balance was also performed to verify 
the existence of this cooling based upon plant thermal hydraulic parameters. 

Results from calculations documented in this report are summarized in this section.  These 
calculations not only provide insights into the potential for vessel failure, they also provided 
insights into the manner in which debris relocated into the lower plenum and the potential for 
debris cooling after relocation. Insights gained from these calculations may have implications for 
severe accident analyses in general. 

I 

6.1 Summary of Results 

Results from scoping calculations are presented in this section according to th� order shown 
in the flow diagram (Figure 6-1 ). Starting at the upper left hand corner ("nozzle exam data"), 
melt penetration .calculations (reported in Section 3) indicate that molten debris would not 
penetrate below the vessel head with sufficient heat capacity to raise ex-vessel penetration tube 
temperatures. Hence, ex-vessel tube rupture calculations were performed assuming tube 
temperatures consistent with the vessel coolant temperatures. Since such temperatures were 
expected to result in very high margins to failure, a constant upper system pressure of 15  MPa 
was also applied in the tube failure calculations. Results indicate that the margin to failure for 
this mechanism was very high. 

Jet impingement calculations (left side of Figure 6-1 )  indicate that the amount of breakup 
that occurred as melt relocated to the lower plenum was insignificant. Hence, calculation results 
indicate that the postulated scenario with major amounts of jet breakup occurring during 
relocation (Scenario 3 of Section 2.3) is incorrect. Jet impingement calculations also indicate that 
the magnitude and duration of the hot spot temperatures estimated in TMI-2 vessel examinations 
could not have been caused by an impinging jet. Rather, hot spot temperatures are predicted to 
occur later in the scenario due to a sustained heat load from molten debris on the lower head. 
The limited area estimated to have experienced hot spot temperatures suggests that this region 
was subjected to a localized heat source, such as might occur with a non-homogeneous debris bed 
or a localized region with enhanced debris-to-vessel contact. Hence, calculation results indicate 
that the scenario with hot spot temperatures caused by a coherent jet impinging upon the vessel 
(assumed in Scenario 1 of Section 2.3) is incorrect. 

Although the quantitative value predicted for the vessel wall surface peak temperature 
differed in each case, results from several sensitivity studies were qualitatively similar. Namely, 
the thermal response can be divided into the following three time periods: 

• An initial localized temperature spike for the time and location of jet impingement 
(typically lasts for about 1 minute) 

• A transient vessel heatup (typically lasts for about 1 hour) 

• A quasi-steady vessel temperature distribution (typically lasts for several hours). 

Only a case with lower bound input assumptions (discussed in Section 3.2) resulted in global 
vessel temperature predictions that are consistent with the boat sample examination data; namely 
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that vessel temperatures remain below values where the material undergoes a transition from 
ferritic to austenitic steel. 

As noted in Figure 6-1,  prior to performing a tube ejection analysis, it must be established 
that the weld holding the nozzle to the vessel has failed. Since it is not known if the hot spot 
temperatures occurred at the same time that the RCS was repressurized to 15 MPa, weld failure 
calculations were conservatively performed assuming that peak temperatures and pressures 
occurred simultaneously. Results indicate that even for these very conservative assumptions, there 
was considerable margin in the weld's integrity. Therefore, there was no need for a tube ejection 
analysis. 

The potential for the vessel to experience a global failure was evaluated for vessel 
temperature distributions based upon nominal and lower bound input assumptions (see 
Section 3.2). Note that both of these temperature distributions were obtained by assuming that 
the molten debris experienced relatively slow cooling rates, in order to be consistent with 
companion sample examination data. Global failure was predicted to occur at 1. 7 hours after 
relocation for the nominal case and 2.3 hours after relocation for the lower bound case. In fact, 
parametric studies indicate that failure is predicted in less than 3 hours for temperatures above 
800 to 900 K, if the reactor vessel is maintained at pressures near the operating pressure. Thus, 
results indicate that enhanced debris cooling occurred within the first 2 hours to prevent global 
vessel failure. 

The potential for the vessel to experience a localized failure was evaluated by imposing hot 
spot temperatures on two background distributions, the lower bound case temperatures and a 
benign case with cool background temperatures. --These two temperature distributions bounded 
possib�e background distributions. Boat sample examinations indicate that temperatures outside 
the hot spot remained below the ferritic to austenitic transition temperature, and the minimum 
vessel temperature was the normal operating condition temperature. Results for the lower bound 
case indicate that the presence of a hot spot reduces failure time predictions by about 0.4 hours. 
Furthermore, the presence of the hot spot affected predictions of the geometry of the vessel and 
the damage distribution in the vessel at the time of failure. However, results from the benign 
case indicate that the vessel is capable of surviving local hot spots in the temperature range and 
of the duration inferred from the metallurgical examinations if the balance of the shell remains 
relatively cool. 

Results from thermal and structural calculations based upon debris decay heats from 
companion sample examinations combined with the relatively rapid vessel cooling indicated by 
metallurgical examinations indicate that some form of debris cooling occurred that was not 
evident in the TMI-2 companion samples. In addition, analysis results suggest that a stress-based 
damage failure criterion may be too conservative for predicting failure. Therefore, additional 
analyses were performed to investigate the effects of debris cooling and failure criterion on 
calculation results. An energy balance considering coolant mass flows entering and leaving the 
vessel indicate that the debris cooled in the time period between relocation and vessel 
repressurization (between 220 and 320 minutes). Although there are insufficient TMI-2 data to 
determine the exact mechanisms that caused the debris to cool, scoping calculations were 
performed to investigate two forms of cooling that have the potential to produce additional 
cooling: 
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• A slow cooling mode in which it is assumed that water slowly removtes heat as it travels 
through channels or "cracks" within the debris 

• A rapid Cl."'iing mode in which it is assumed that coolant rapidly removes heat as it 
travels throl;�h channels or "gaps" between the vessel and the debri5:. 

Slow cooling analysis result, indicate that coolant traveling through a relatively insignificant 
volume of cracks within the debris (i.e. less than 1% of debris volume) will remove sufficient heat 
to prevent vessel failure. Rapid cooling analysis results indicate that coolant traveling through a 
gap of minimal thickness (i.e. as small as 1 mm) will remove sufficient heat to allow the vessel to 
experience cooling rates consistent with the results of metallurgical examinations of the vessel 
steel samples. In order for either of the above forms of cooling to occur, coolant must be present 
within the lower head. Hence, the presence of coolant within the lower head during the TMI-2 
accident was instrumental in providing these postulated forms of cooling. 

Although the magnitude of cooling required was decreased when the stress-based damage 
failure criterion was replaced with a mechanical instability failure criterion, calculational results 
indicate that a combination of both cooling mechanisms is needed in order fo1r results to be 
consistent with metallurgical examination data. For example, if only a slow cooling mechanism 
was present, the vessel temperatures would not be predicted to experience th•� rapid cooling rates 
observed in the metallurgical examinations. Furthermore, analyses indicate that a vessel subjected 
to peak hot spot temperatures on nominal case background heat fluxes could not survive the 
30-minute time period estimated in metallurgical examinations. Thus, analyses indicate that both 
mechanisms need to be considered in order to obtain results consistent with TMI-2 VIP 
examinations. 

6.2 Insights from Calculations and Severe Accident Implications 

Major insights from the failure analyses include: 

• The large margin-to-failure estimates for tube failure mechanisms ·�ssentially preclude 
the potential for tube failure to occur during the TMI-2 event. 

• It is possible for the vessel to withstand the hot spot temperatures and durations 
determined from the vessel metal1urgical examinations if the balance of the vessel 
outside the hot spot remains relatively cool. Localized and global vessel failure 
calculations indicate that the background temperature behavior of the vessel (i.e., 
outside the hot spot), which is highly dependent upon the heat load from relocated 
debris in the lower head, is key to predicting failure from either of these mechanisms. 

• Debt'is cooling may have occurred within the first two hours after relocation to the 
lower head. Although companion sample examination data are insufficient to quantify 
the timing and rate of debris cooling, additional scoping calculations indicate that the 
debris cooled in the time interval after relocation and before vessf�l repressurization. 

• Debris cooling may have occurred via coolant traveling in channels within the debris 
and in channels between the debris and the vessel. Although there are insufficient 
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TMI-2 data to determine the exact mechanisms that caused the debris to cool, scoping 
calculations indicate that the presence of a relatively insignificant volume of flow 
chanucls within the debris or a relatively thin channel between the debris and the 
vessel would have significantly enhanced debris cooling during this time period. 

Several results and insights from these calculations may have considerable impact upon 
severe accident safety analyses. Some of these implications are the foltowing: 

• The background, or global, temperature behavior is key to predicting PWR vessel 
failure at high pressure conditions. Although vessel failure times may be shortened if a 
localized region of the vessel is exposed to higher temperatures, cool background 
temperatures have the potential to prevent such failures. 

• If relocating debris solidifies containing channels or with channels between it and the 
vessel, debris coolability may be enhanced. Hence, TMI-2 analyses may provide 
additional insight about phenomena not currently modeled in severe accident analyses 
that could provide additional safety margins for such analyses. 

Hence, the importance of these calculations is not only limited to increasing understanding 
of the TMI-2 accident. Calculation results may also provide another step toward answering 
broader severe accident questions. 
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Appendix A 

Modeling Input 

A.1 Thermal Material Property Data 

This section summarizes the material data used for the thermal calculations in the TMI-2 
margin to failure analyses. Temperature-dependent properties, such as thermal conductivity, 
density, enthalpy, specific heat, and viscosity of the debris and vessel material are included. 

A.1 .1 U02 Data 

This section contains data for properties of U02• Properties, such as thermal conductivity, 
theoretical density, enthalpy, specific heat capacity, and viscosity are summarized in Figures A-1 
through A-5. As indicated in the figures, these data are based upon information in 
Reference A-1. Reference A-1 also indicates that the solidus and liquidus temperature for U02 
is 3,1 13 K. 
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A.1 .2 Zt02 Data 

This section contains data for properties of Zr02• Properties, such as thermal conductivity, 
theoretical density, enthalpy, and specific heat capacity are summarized in Figures A-6 
through A-9. As indicated in the figures, this data is based upon information in Reference A-1 .  
Reference A-1 also states that the solidus and liquidus temperature for Zr02 is 2,960 K, assuming 
that the oxygen-to-metal ratio is 2.0. 
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A.1 .3 (U,Zr)02 Compound Data 

This section contains data for properties of a 78% U02-17% Zr02 weight fraction 
compound, which is the composition estimated for debris companion samples. A-l Properties, such 
as thermal conductivity, theoretical density, enthalpy, specific heat capacity are summarized in 
Figures A-10 through A-13. As indicated in the figures, this data was calculated using information 
in Reference A-1. Based on the phase diagram for U-Zr-0 in Reference A-3, it is estimated that 
the solidus temperature for this compound is 2,650 K and that the liquidus temperature for this 
compound is approximately 2,850 K. 
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A.1 .4 lnconel-800 Data 

This section uontains data for properties of lnconel-600, which is the material used in the 
TMI-2 instrument tube nozzles. Properties, such as thermal conductivity, theoretical density, and 
specific heat capacity are summarized in Figures A-14 through A-16. As indicated in these 
figures, the data are extrapolated for temperatures above 1 , 100 K. This data is based upon 
information in References A-4 and A-5. Reference A-4 indicates that the solidus and liquidus 
temperatures for Inconel-600 are 1 ,644 and 1 ,700 K, respectively. 
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A.1 .1 8AS3381 Carbon ltHI D8t1 

This section contains data for properties of SA-533 Grade B Clau 1 (S�33Bl) carbon steel, 
which ia the material used in the TMf .. 2 vessel. Properties. such as thermal conductivity, density, 
specific heat capacity, and thermal diffuaivity are summarized in Fiaures A- 17 through A .. 20. 
References for the data are indicated in each fiaure. Information in Reference A·6 indicates that 
the solidus and liquidus temperature for SA533Bt carbon steel is 1 ,789 K.. 
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A.1 .1 ltalnl- ltNI Dm• 

This section contains data for the followina properties of stainless steel: thermal 
conductivity, density, enthalpy, and specific heat capacity. These data are summarized in 
Fiaures A-21 through A-24. 
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A.2 Structural Material Property Data 

Structural calculations for the TMI margin-to-failure analysis used the material data for 
lnconel-600 and SA533B steel summarized in this appendix. Included are temperature-dependent 
structural properties such as elastic modulus, Poisson's ratio, yield strength, ultimate strength and 
thermal coefficient of expansion. The elastic portions of the stress-strain curves were derived 
from published values of temperature-dependent elastic moduli, plastic portions were taken from 
test data. Creep failure times are plotted for corresponding stresses at various temperatures and 
the Larson-Miller parameter is plotted as a function of log(stress). 

Some of the data listed in the tables (e.g., % total elongation) and in the figures (e.g., 
lnconel-600 Poisson's ratio) were not actually used in the analysis, but are included for 
completeness. For penetration ejection analysis, weld material was assumed to have the same 
material properties as its base lnconel-600 material. 

A.2.1 lnconel Data 

This section contains data for structural properties of lnconel-600, annealed for 1 hour at 
1 , 143 K and force air cooled. Temperature-dependent properties include elastic modulus, 
Poisson's ratio, yield strength, ultimate strength and thermal coefficient of expansion. In 
Figures A-25 through A-33 stress-strain curves are plotted for various temperatures, creep rupture 
times are plotted for corresponding stresses at various temperatures, and the Larson-Miller 
parameter is plotted against log(stress). Tables A-1 and A-2 contain listings of tensile and creep 
data. Not all temperature-dependent properties were used in the penetration tube rupture or 
penetration weld analyses, but are included here for completeness. Much of the high temperature 
property data was obtained as part of the NRC-sponsored Lower Head Failure Program.A·tS 
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Figure A·27. Inconel-600 yield strength as a function of temperaturc.A·tS 
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Table A·1 . Inconel-600 tensile test results. 

Yield Ultimate Uniform Total Reduction 
Temperature strength strength elongation elongation of area 

(K) (MPa) (MPa) (%) (%) (%) 

297.0 374.00 733.00 30 43 68 

600.0 3 1 5.00 689.00 30 39 61 
I 

800.0 280.00 61 7.00 '26 39 65 

900.0 266.00 468.00 16 45 73 

1 ,000.0 237.00 273.00 4 76 94 

1 ,050.0 187.00 21 2.00 6 76 95 
1 , 100.0 132.00 1 54.00 6 76 93 

1 , 150.0 98.00 1 1 3.00 5 88 91 

1 ,200.0 74.00 79.00 7 62 83 

1 ,300.0 45.00 50.00 3 66 91 

1 ,373.0 21 .00 27.00 7 55 97 

Table A-2. Inconel-600 creep test results. 

Time to 
Temperature Stress rupture 

(K) (MPa) (h) 

1 ,005.0 173.2 1 .30 

1 ,005.0 137.8 5.00 

1 ,005.0 93.6 38.50 

1 , 144.0 7 1 . 1  1 .20 

1 . 1 44.0 55.6 3.00 

1 . 1 44.0 36. 1 1 1 .50 

1 ,255.0 44.4 0.50 

1 ,255.0 40.6 1 .80 

1 ,255.0 29.5 3.20 

1 ,366.0 22.2 0.75 

1 ,366.0 1 4. 1  5.90 
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A.2.2 8A5338 Data 

This section contains data for structural properties of SAS33B. Temperature-dependent 
properties include elastic modulus, yield strength, ultimate strength, and thermal coefficient of 
expansion. A Poisson's ratio of 0.3 was assumed in the localized vessel failure model. Stress-&train 
curves and creep test results from high temperature, TMI-2 VIP testing of TMI-2 vessel material are 
shown in Figures A-34 through A-40 and Tables A-3 and A-4. Tensile data includes previously 
published data, as well as the TMI-2 VIP data. The elastic portions of the stress-strain curves were 
derived from published values of temperature-dependent elastic moduli. TMI-2 VIP strain 
measurements were designed for relatively large deformations and were not sensitive enough to 
accurately measure elastic moduli. For this reason, published values of a chemically similar material 
(STBA12) were used to develop the elastic portions of the stress-strain curves. The plastic portion 
of the stress-strain curve at each test temperature was taken from a representative TMI-2 VIP test 
specimen. 

The creep properties include deformation behavior (power law relations for strain versus time 
curves at given temperatures and pressures) and failure behavior (Larson-Miller parameter). The 
scoping global vessel analyses in Section 4.4 only required the failure behavior, whereas the localized 
vessel analyses required both failure and deformation behavior. 

The Larson-Miller parameter is used in creep problems to predict failure (time to rupture), 
given a stress and temperature. Results from TMI-2 VIP test data are shown in Figure A-40. The 
creep data for tests conducted at temperatures below the transition temperature ( 1 ,000 K) only 
include specimens which did not reach 1,000 K during the accident. Specimens subjected to accident 
temperatures above 1 ,000 K during the accident were considered atypical because they exhibited 
unusually high yield and ultimate strength when tested at temperatures below 1 ,000 K. Because the 
lowest TMI-2 VIP test temperature was 873 K, data from other published sourcesA·l6, A-17 were used 
to predict creep failures for lower temperatures, rather than extrapolating the TMI-2 data beyond 
its range (Figure A-41 ). 

Data for strain versus time data used in the localized vessel analyses were taken from several 
different sources. At low temperatures, creep strain rates were evaluated on the basis of an algorithm 
suggested be Reddy and AyresA·18, based on their experimental lower temperature ( <922 K) data. 
Creep strain rates are evaluated from the relation 

(A-1) 

where 1" is a characteristic time (107 hours), t is time (hours), 1 /1 + " and m /] + � are temperature
dependent expressions, a is an effective stress (Huddleston's effective stressA-lt is used in the 
localized effects model; see Section A2.3. 1 )  and am is a stress and t�mperature dependent constant. 
The only difficulty with this relationship is that some combinations of stress and elevated temperature 
produce negative values of am, which is evidently intended to be a positive quantity. For this reason, 
the procedure at temperatures below 922 K is to use these relations as long as li am in 
Equation (A-1)  exceeds one. If the ratio falls below unity, alternative relations are used. 
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Figure A-37 (a). SA533B stress-strain curves for 297 K and 873 to 1 .073 K, based on TMI-2 VIP 
data. 
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Figure A·37 (b). SA533B stress-strain curves for 1 ,073 to 1 ,473 K, based on TMI-2 VIP data. 
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T•ble A-3. SA533B TMI-2 VIP tensile test results. 

Yield Ultimate Uniform Total Reduction 
Country/ Temperature strength strength elongation elongation of area 
apedmen (K) (MPa) (MPa) (%) (%) (%) 

Spain/ 294.0 426.00 600.00 13.0 29 63 
K-7 

France/ 294.0 408.00 �81.00 1 1 .0 22 65 
M-1 1 

Belgium/ 294.0 414.00 .594.00 1 1 .0 24 72 
K·13 

U.S.A/ 294.0 42.'\.00 592.00 9.0 16 62 
L-9 
Spain/ 873.0 238.00 247.00 3.2 48 81 
K-7 

France/ 873.0 224.00 2.'\9.00 1 .2 33 75 
M-1 1 

Belgium/ 873.0 243.00 2.�7.00 0.8 2.Ci 72 
K-13 

U.S.A./ 873.0 2.'\ 1 .00 2.�6.00 1 .6 44 91 
L-9 
Spain/ 973.0 89.00 1 10.00 4.8 83 87 
K-7 

France/ 973.0 1 36.00 146.00 1 .6 42 66 
M-1 1 

Belgium/ 973.0 100.00 1 20.00 1 .7 77 90 
K-13 

U.S.A/ 973.0 126.00 1 37.00 2.8 50 86 
H-8 

'France/ 1 ,073.0 44.00 79.00 18.0 64 43 
L-9 

U.S.A./ 1 ,073.0 52.00 77.00 15.0 80 65 
0-8 
Spain/ 1 , 173.0 29.00 40.00 13.0 36 27 
L-9 

Belgium/ 1 , 1 73.0 32.00 49.00 13.0 43 3 1  
F-3 

U.SA/ 1 ,273.0 20.00 30.00 14.0 42 35 
H-8 
Spain/ 1 ,343.0 1 1 .00 19.00 13.0 ( 1 10) (Not 
L-9 received) 

Belgium/ 1 ,373.0 14.00 20.00 13.0 124 97 
F5-T7 

U.S.A/ 1 ,473.0 7.60 12.00 12.0 93 99 
H-8 
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Table A-4. SA533B TMI-2 VIP creep test results. 

Temperature Stress Time to rupture 
Country/specimen (K) (MPa) (h) 

Belgium/K-13  873.0 240.01 0.20 

Belgium/K.-13  873.0 225.00 1 .00 

Belgium/K.-13  873.0 155.00 23. 10 

Belgium/K.-13 873.0 1 15.00 128.00 

U.S.A/H-8 973.0 95. 10 1 .34 

U.S.A/H-8 973.0 80.00 3.27 

U.S.A/H-8 973.0 52. 10 27.60 

U.S.A/H-8 973.0 41 .60 46.00 

U.S.A/H-8 973.0 34.50 81.60 

Belgium/F-5 1 ,073.0 70.00 0.95 

Belgium/F-5 1 ,073.0 50.00 5.40 

Belgium/F-5 1 ,073.0 40.00 15.SO I 

Belgium/F-5 1 ,073.0 30.00 27.00 

Belgium/F-5 1 ,073.0 23.70 1 1 1 .00 

U.S.A/H-5 1 , 1 73.0 35.00 1 .09 

U.S.A/H-5 1 , 1 73.0 26.00 4.S5 

U.S.A/H-5 1 , 1 73.0 19.00 18. 10 

U.S.A/H-5 1 , 1 73.0 14.80 42.30 

U.S.A/H-5 1 , 1 73.0 9.51 159.SO 

Spain/K.-7 1 ,273.0 16.90 1 .90 

Spain/K.-7 1 ,273.0 1 1 .50 1.S4 

Spain/K.-7 1 ,273.0 8.70 29.64 

Spain/K-7 1 ,273.0 6.30 152.80 

U.S.A/M-8 1 ,473.0 9.00 0.98 

U.S.A/M-8 1 ,473.0 6.00 7.26 

U.S.A/M-8 1 ,473.0 4.00 48.20 

U.S.A./M-8 1 ,473.0 3.40 55. 10 

A-35 



Figure A-41 . SA533B Larson-Miller parameter versus log (stress) for tests between 723 K and 
823 K, based on published data.A·16• A- 1 7  
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Table A-5. Power law coefficients used in creep strain relations. 

Temperature 
(K) A m n 

672 5.2913E-15 4.2406 0.3324 
755 9.7568E-12 3. 1412 0.4440 
839 2.8923E-10 3.0288 0.5137 
922 4.0310E-7 2.0050 0.5252 

1 ,000 2.7564E-5 1.7627 1.0000 
1 ,050 1.5003E-8 4.1983 1 .0000 
1 , 150 3.5934E-7 3.5747 1.0000 
1,250 3.3895E-8 5.7124 1.0000 
1 ,373 1.491 1E-6 6.2967 1.0000 

The high temperature creep strain behavior for the scoping calculations in Seeton 4.5.2 used 
data provided from the USNRC-sponsored lower bead failure program. TMI-2 VIP data was not 
available at the time that these calculations were performed. The data was fit to the following power 
law (or Bailey-Norton) form: 

icr = 
A(1)a"(1)(1(1) . 

(A-2} 

Table A-5 lists the values of the coefficients A, m, and n as functions of temperature. The first 
four entries are fits to the relations of Reddy and Ayres and are used as a backup for obtaining creep 
strain rates when combinations of stress and temperature render unacceptable ratios of a I om . 

The Bailey-Norton constants for primary and secondary creep listed in Table A-6 are from 
testing of the TMI-2 vessel material and were used in Section 5. 1 calculations to investigate enhanced 
cooling. As with the data used to derive Larson-Miller parameters, creep data for tests conducted 
at temperatures below the transition temperature (1 ,000 K) only include specimens which did not 
reach 1 ,000 K during the accident. Some of the data listed in the tables (e.g., % total elongation in 
Table A-3) were not actually used in the analysis, but are included for completeness. 

Table A-7 contains equation fits for primary and secondary creep, as well as tertiary creep, used 
in Section 5.2 comparisons of stress-based versus strain·based failure criteria. The primary/secondary 
fits were used until the tertiary point (also listed in Table A-7) was reached, at which point the 
tertiary fits were used. Primary/secondary fits for Tables A-6 and A-7 are not identical because the 
fits in Table A-6 attempted to use as much of the curves as possible, whereas the fits for Table A-7 
do not include data beyond the tertiary point. In addition, a more accurate least squares fit was used 
to obtain the constants in Table A-7. 
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Table A-8. SA533B TMI-2 VIP creep test results, Bailey Norton constants used in Section 5.1 slow 
and rapid cooling analysis. 

Temperature 
(K) A m n 
873.0 7.8163E-14 5.0287 0.98760 
973.0 4.9614E-10 4.1548 1 .16840 

1,073.0 6.2661E-08 3.5945 0.79562 
1 ,173.0 5.6481E-08 4.4051 1 .04690 
1,273.0 1.8897E-06 3.9414 0.93976 
1,473.0 1 .0505E-04 3.4700 0.91029 

a. Constants are used in Equation A-2. 

A.2.3 Structural Failure Criterion 

A stress-based failure criterion was defined by consensus of the Structural Mechanics Peer 
Review Group.A-l2 The procedure includes converting a multi-dimensional stress state to an 
effective stress, interpolating the time to failure for constant stress and temperature using the 
Larson-Miller parameter and predicting time to failure for the actual stress and temperature 
history using a time damage model. The Huddleston criterion for calculating effective stress is 
described below, followed by a brief discussion of the Larson-Miller parameter and the time 
damage rule. 

A.2.3. 1 Huddleston Criterion for Effective Stress. The effective (or equivalent) stress 
used in the Larson-Miller parameter is a measure suggested by Reference A-21 and based on 
biaxial creep tests of steel. The stress measure for ferritic steels may be written using 

a = avmexp[0.2(1/S, - 1)] (A-3) 

where 

= the effective stress. 
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Table A·7. SA533B TMI-2 VIP creep test results, Bailey-Norton constants used to compare 
Section 5.2 creep failure criteria. 1 

�dmaa and secogdaa cyrves 
Temperature 

(K) A m 

873 1.6672E-12 4.47023 
973 1.392SE-12 5.4352 

1 ,073 2.5619E-08 3.81621 
1, 173 1.4268E-08 4.71562 
1,273 1.1 152E-06 4.15893 

1,473 8.9176E-05 3.5891 

Tertiaa curves 
Temperature 

(K) A m 

873 8.3387E-12 4.47023 
973 3.5818E-28 13.4311  

1,073 4.2601E-08 3.81621 
1,173 
1,273 
1,473 5.7553E-08 7.25974 

Iertiaa mints 
Temperature. 

(K) 8 (MPa) t (h) 

873 225 0.66 
873 155 15.0 
973 95.1 0.674 
973 80 1.907 
973 52.1 ' 15.0 

1,073 70 0.729 
1 ,073 •so 4.58 
1 ,173 no tert. curves 
1,273 no tert. curves 
1,473 9.0 0.4215 
1,473 6.0 2.51664 
1,473 4.0 35.3 

n 

0.71308 
1.21024 
0.79783 
1 .08466 
0.97798 

0.701 14 

n 

3.946 
2.53973 
2.4084 

1.5341 

fa (%) 

5.30 
7.49 
4.88 
6.71 
7.31 

21�9 
23.3 

12.94 
10.57 
26.41 
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Notes 

34.5 MPa omittedb 

2 unphysical data points 
removed from 6.3 MPa 
3.4 MPa omittedc 

Notes 

225 MPa onlyd 
80.0 and 95.1  MPa onlf 
70 MPa only 
use 1&11 fitl 
use l&ll fitl 
6.0 and 9.0 MPa onlf 



Table A-7. (continued). 

a. Constants are used in Equation A-2. 

b. Removing the curve at 34.5 MPa results in much better fits for the remaining curves. The 
remaining curves are at 41.6 MPa, 52. 1 MPa, 80 MPa, and 95. 1  MPa. 

c. Removing the curve at 3.4 MPa results in much better fits for the remaining cutVes. The 
remaining curves are at 4.0 MPa, 6.0 MPa and 9.0 MPa. 

d. Only the 225 MPa curve was fit for tertiary. The remaining curves did not exhibit tertiary 
within 15 hours. 

e. Only the 80 MPa and 95. 1 curves were fit for tertiary. The remaining curves did not exhibit 
tertiary behavior within 15 hours. 

f. Only the 70 MPa curve was fit for tertiary. The remaining curves did not exhibit tertiary 
within 15 hours (23.7 and 30 MPa) or had a reasonably good fit to the primary and secondary 
curves throughout their history ( 40 and 50 MPa ). 

g. The constants · listed for primary and secondary behavior fit the entire history reasonably well. 
A tertiary fit was attempted with 1 1 .5 MPa and 16.9 MPa, but the fit was not good. 

h. Only the 6-0 MPa and 9.0 MPa curves were fit for tertiary. The remaining curve at 4.0 MPa 
did not exhibit tertiary behavior within 15 hours. 

ovm = the von Mises stress 

11 = the first stress invariant 

Ss = a modulus of principal stresses. 

(A-4) 

(A-5) 

A.2.3.2 Time Damage Rule and the Larson-Miller Parameter. At each Gauss point (for 
localized vessel failure model) or vessel wall segment (for vessel global rupture model), the 

damage was evaluated by calculating an equivalent, or effective, stress ( 0 )  and finding the 
Larson-Miller parameter (LMP) for SA533B vessel steel from 
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LMP = 29.97 - 8.8342 log (a) (A-6) 

where 8 is in ksi, (see Figure A-36). Time to rupture (t,), for SA533B vessel steel, was obtained 
at that stress and a known temperature (7) from 

t = lO[LMP(lOOO)fl' - 11 ]  
r 

(A-7) 

where t, is in hours and T is in Rankine. 

Equations (A-6) and (A-7) were fit from TMI-2 VIP data where testing temperatures were 
above 873 K. Im·plemented in the simple global vessel calculations, they were found to give very 
conservative results when extra�lated to lower temperatures. Supplementing the TMI-2 VIP 
data with lower temperature data from other sources,A·t6,A-t?  the following relationships were 
found to apply. These were used in the localized vessel failure calculations. (Note: Using these 
equations in the simple global vessel calculations would not change the conclusions of that 
analysis). 

For 723 � T < 850 K, 

LMP = 55.84j7 - 1 1 .492 /og( a) 

t, = t()ILMP(l,OOO)/T · 25) 

For 850 � T < 1 ,473 K, 

LMP = 30.014 - 12. 1 27 log( a) + 5. 1831  [log( a)]2 - 1 .8394[log( a)]3 

t = tQ[LMP(l,OOO)fl' • 1 1] 
r 

(A-8) 

(A-9) 

(A-10) 

(A-1 1 ) 

The damage within a time step At is 4tlt, and the accumulated damage at a Gauss point or wall 
segment from all time steps i is 

D = I: (m;ft,) (A-12) 

This procedure is also discussed in Reference A-23. 
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A.3 Geometrical Oat•• 

This section contains dimensions used in the TMI-2 margin-to-failure analyses. Dimensioned 
diagrams of the vessel, instrument nozzle, cavity configuration, nnd reactor vessel insulation 
placement are included in Figures A-42 through A-45. 
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Figure A-42. Dimensioned drawing of TMI-2 lower head (see Table A-8 for references for 
dimensions). 



Table A-8. References for TMI-2 lower head dimensions shown in Figure A .. 42. 

Material 

Thickness-reference 

'lbickness-minimum 

Inner diameter (to base metal)  

Outer diameter 

Cladding 

Material 

Thickness-nominal 

Thickness-minimum 

WI:! 
Material 

SA.�33B l 

13.65 em 

1 2.7 em 

443.23 em 

470.53 em 

SS304 

0.48 em 

0.32 em 

Inner diameter 445.77 em 

Thickness 5. 1 em 

Point of attachment (distance from 4 1 .75 em 
hemisphere to point where skirt attaches to 
outer surface) 

Length (from hemisphere to end of skirt) 

Radius for junction between skirt and 
vessel 
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Appendix B 

Supporting Information for Melt 
Penetration Calculations 

B.1 Compilation of Instrumentation Nozzle Data 

In the information below, cut elevations and ablation elevations reported by MPR 
Associates8·1 should be considered as nominal distances. Elevations are given from the nadir of 
the lower head inside the pressure vessel. Figure B-1 illustrates the relative positions of the 
various elevations given in the information below for several of the nozzles. A discrepancy of 
1 .27 em in the total length of nozzles DlO and El l exists. The missing length might be attributed 
to uneven cutting. In the dimensions presented below the missing length was assumed to exist 
between the nozzle cut and the sample and was added into the fuel penetration elevation and 
nozzle ablation elevation. Fuel penetration measurements were based on gamma scans. 

Nozzle DlO 
Examining Lab: ANL 
Length: 23.5 em 
Elevation of nozzle at cut: 28.8 em 
Fuel penetration elevation in nozzle: 42.8 em min., 29.9 em max. 
Debris penetration elevation in instrument probe tube: 28.8 em 
Debris composition in instrument probe tube: ceramic 
Nozzle ablation elevation: 53.6 em 
Comments: A gamma scan for fuel depth indicated a small amount of fuel at the nozzle tip and 
fuel throughout the nozzle, with the highest concentration at an elevation of 21.6 em. The 
instrument probe tube in the center of the instrument string had collapsed. (Surface 
temperatures of 1 ,673 K were estimated at the 21.6 em elevation.) 

Figure B-1 . Relative positioning of elevational data., 
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Nozzle E7 
Examining Lab: INEL 
Length: 1.3-1.6 em 
Comments: Nozzle was severely damaged. A crack extends through one wall of the nozzle. Due 
to the short length, a gamma scan was not performed. The instrument string was removed from 
the sample. No blockages were encountered with a wire probe test. 

Nozzle Ell 
Examining Lab: ANL 
Length: 22.5 em 
Elevation of nozzle at cut: 28.4 em 
Fuel penetration elevation in nozzle: 42.5 em 
Debris penetration elevation in instrument probe tube: 28.4 em 
Debris composition in instrument probe tube: ceramic and metallic 
Nozzle ablation elevation: 52.3 em 
Comments: Undamaged nozzle was cut to allow access to vessel sample. Gamma scan for fuel 
depth showed a large concentration of fuel at the nozzle tip and a smaller amount inside the 
nozzle approximately 7.6 em from the tip. The instrument string was loose but intact and was 
pulled out. The outer surface of the nozzle tip appeared thermally ablated by aluminum. Debris 
in the center of the nozzle consisted of fuel shards and oxidized instrument lead conduit. 
(Surface deposits appear non-adherent below the 27.2 em elevation, indicating temperatures less 
than 1 ,273 K.) 

Nozzle GS 
Examining Lab: INEL 
Length: 4.4 em 
Comments: The nozzle was heavily damaged and too short to be gamma scanned. A wire probe 
test indicated the nozzle was completely plugged with melt. There are insufficient data to 
determine if melt penetration ends above or below the cut. 

Nozzle HS 
Examining Lab: ANL 
Length: 14.6 em 
Elevation of nozzle at cut: 10.7 em 
Fuel penetration elevation in nozzle: 22.4 em min., 19.6 em max. 
Debris penetration elevation in instrument probe tube: 10.7 em 
Debris composition in instrument probe tube: ceramic and metallic 
Nozzle ablation elevation: 25.3 em 

· 

Comments: The n'ozzle was cut off flush with the vessel. About . 15.9 em was ablated from the 
top of the nozzle. A gamma scan

' 
for fuel depth was performed. Debris appeared to cover the 

outside tip of the nozzle. A slug of Inconel was present in the annulus, extending to the bottom 
of the nozzle. (Temperatures varied from 1,673 K at 36.6 em elevation to less than 1 ,033 K at 

. the bottom of the nozzle, 29.0 em elevation). 
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Nozzle H8 
Examining Lab: ANL 
Length: 7.0 em 
Elevation of nozzle at cut: 5. 1 em 
Fuel penetration elevation in nozzle: <6.4 em 
Debris penetration elevation in instrument probe tube: 5.1 em 
Debris composition in instrument probe tube: ceramic and metallic 
Nozzle ablation elevation: 12.1 em 
Comments: Nozzle was approximately 15.2 em long postaccident. About 5. 1 em was broken off 
during lower head defueling. After cutting the nozzle, the length was 7.0 em. A gamma scan for 
fuel depth indicated fuel throughout the nozzle, with the highest concentration at the nozzle tip. 
Molten lnconel was found inside the nozzle within 1.3 em of the bottom of the nozzle. The 
temperature of the Inconel was estimated to be approximately 1,223 K. 

Nozzle H9 
Examining Lab: INEL 
Length: 24. 1 em 
Comments: Nozzle sustained very little visual damage. The instrument string was still intact. 
Gamma scans show high fuel concentrations at two positions in the nozzle, 5. 1 em and 14.0 em 
from the point where the nozzle was cut. Probe testing revealed no blockage. 

Nozzle IC.ll 
Examining Lab: INEL 
Length: 23.5 em 
Comments: Nozzle was badly aamaged 7.6 to 20.3 em above the vessel surface, with one-half the 
wall thickness melted away. This was the only nozzle where melt ablated the outside of the 
nozzle wall. The top 15.2 em was leaning at an angle of 10-20 degrees. Gamma scans showed 
fuel over the entire length of the nozzle, but complete blockage was not encountered by a wire 
probe. MPR Associates reported that melt filled th� cross sectional area of the remaining 5.1 em 
nozzle stub in the vessel. 8-2 

Nozzle K12 
Examining Lab: INEL 
Length: 25.7 em with instrument string, 24.4 em without instrument string 
Comments: This was a relatively undamaged nozzle, but gamma scans showed a high, steady 
concentration of fuel throughout the entire nozzle. No blockages were detected from a wire 
probe test. 

Nozzle L6 
Examining Lab: ANL 
Length: 24. 1 em 
Elevation of nozzle at cut: 15.7 em 
Fuel penetration elevation in nozzle: 16.9 em 
Debris penetration elevation in instrument probe tube: 15.7 em 
Debris composition in instrument probe tube: ceramic and metallic 
Nozzle ablation elevation: 39.9 em 
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Comments: The nozzle had minor damage to the upper 0.5 em wall section. A gamma scan for 
fuel depth was performed. Control materials entered the nozzle prior to fuel. No significant axial 
temperature gradient was present in the nozzle. 

Nozzle Ll l 
Examining Lab: INEL 
Length: 22.9 em 
Comments: This was a relatively undamaged nozzle except for a 5. 1 em region at the shoulder of 
the nozzle, extending 5.1 to 10.2 em from the bottom end. A gamma scan showed high fuel 
activity present 7.6 em from the base. No blockage of the nozzle was found from a probe test. 

Nozzle M9 
Examining Lab: ANL 
Length: 25.4 em 
Elevation of nozzle at cut: 14.5 em 
Fuel penetration elevation in nozzle: 36.0 em 
Debris penetration elevation in instrument probe tube: 33.0 em 
Debris composition in instrument probe tube: ceramic and metallic 
Nozzle ablation elevation: 39.9 em 
Comments: There was minor damage to the top of qozzle, believed to be caused by molten fuel 
as opposed to a soJid crust of fuel. A gamma scan for fuel depth showed fuel only in the top 
5. 1 em of nozzle. • 

Nozzle M10 
Examining Lab: INEL 
Length: 16.2 em 
Comments: There was severe melt damage to the top 6.4 em of the nozzle. The upper portion 
of the nozzle appears to have been melted. A gamma scan showed higher concentration of fuel 
near the base end of the nozzle than at the tip. Wire probe tests indicated melt plugged the 
nozzle to within 5 .. 7 em of the bottom end. 

Nozzle R7 
Examining Lab: INEL 
Length: 23.2 em 
Comments: Fuel adhered to the top of the nozzle and protruded approximately 2.5 em above the 
nozzle. The instrument string was partially molten at the t0p end. A gamma scan showed high 
fuel concentration at the tip of the nozzle, with a smaller concentration halfway down the nozzle. 
No blockages were determined from a wire probe test. 

B-6 



B.2 Derivation of Modified Bulk-Freezing Model Equations 

The derivation begins with a heat balance on the debris, 

(B-1) 

The heat transfer coefficient between the debris and the coolant can be replaced by terms 
accounting for the energy change of the coolant, derived from a separate heat balance around the 
coolant in azimuthal contact with the debris. The heat balance is dependent upon the coolant 
state. For example, assume the coolant is saturated liquid at the time the debris solidifies, then 

(B-2) 

Substituting this expression into Equation (B-1 ), 

(B-3) 

In the above equations, tsol is the time required for debris of length xP to solidify while traveling 
at a constant velocity v d '  such that tsol = xp/v d "  The mass of debris and coolant are given as 

(B-4) 

(B-5) 

where x is the fraction of the effective cross-sectional area covered by debris. The Atd in the 
heat transfer coefficient term is the circumferential contact area between the debris and the 
nozzle wall, 

(B-6) 

Substituting Equations (B-4) through (B-6), the heat balance, Equation (B-3), becomes 

After simplification and rearrangement, the dimensionless penetration distance is 
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(B-8) 

The definition of the effective diameter, d; = d;- d! ,  was used in the simplification. The heat 
transfer coefficient may be replaced by a Nusselt number c:orrelation. A Nusselt number 
correlation for liquid metals in concentric annuU8•2 was usc:d. The correlation is ( d )0.3 
Nu = 5.25 + 0.0188 Pe0.s d� . 
The Peclet number in Equation (B-9) is defined as 

(B-9) 

(B-10) 

Inserting Equation (B-9), the dimensionless distance for debris in contact with saturated coolant 
becomes 

(B-1 1) 

As observed from Equation (B-1 1  } ,  several variations of the modified bulk-freezing equation are 
possible. The form of the equation depends upon the Nusselt number correlation and the final 
coolant conditions. Equations incorporating Nusselt numbers for annular nozzles will be 
presented. Two cases of coolant state are implemented. At the time of solidification, the coolant 
in radial contact with the debris is modeled as either sulx:ooled liquid or saturated liquid. If the 
coolant remains subcooled, but at a temperature above the initial temperature, the penetration 
distance is 

(B-12) 

For the case in which the coolant in contact with the debris becomes saturated liquid, the relation 
is 
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(B-13) 

For the case in which no coolant is present and the debris tills the nozzle, a heat balance yields 

(B-14) 

One of the six nozzles examined at ANL was found to contain debris in a ring formation around 
the inside of the nozzle wall. The above equations were modified for this variation in shape and 
are presented below for the specific case of saturated coolant. The equation for the case of 
subcooled liquid can be discerned from the equation above. For this debris shape, a more general 
equation may be written where any thickness of the debris can be input: 

0.25 Pe x, = -----------------------------

P,Fp,A (Td - T, )[5.25 + 0.0188 Mi:�rl (B-15) 

[pJd? - d; ){c,.ATd - T,) + Ld} - (d;- d!)(l/x - l){P....,p,j(T...,1 - T1)}] 
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Appendix C 

TMI Model Description 
C.1 TMI Model Description 

Heat transfer to the pressure vessel is modelled using an overall heat transfer coefficient, 
which is obtained by assuming that the energy transferred through the crust equals the enerJY 
transferred to the pressure vessel. The heat transfer coefficient through the crust, hcru.r� is given 

by a value which represents steady state conduction through the crust thickness, &C11411 .• 

(C-1) 

The pressure vessel heat transfer coefficient, 11,, is given by the maximum of the following two 
values. 

(C-2) 

An overall heat transfer coefficient, U ._ which represents heat transfer to the pressure vessel is 
therefore given by 

1 1 1 1 
·-- = -- + - + - .  u� h� h� hw (C-3) 

Note that an interfacial heat transfer coefficient, h�nv is included in the overall heat transfer 
coefficient to account for the interfacial thermal resistance that may be present due to surface 
roughness between the crust and the vessel. Using the method suggested by Oamier,c-t values 
for the gap resistance between the vessel and crust were estimated to range from 150 to 
lO,OOOW /m2K. 

The heat fluxes to the fuel crust surface next to the pressure vessel at short times 
( - 1  minute) are dominated by the impinging jet, while at long times the beat fluxes are controlled 
by natural convection due to internal beat generation in the melt pool. Heat transfer coefficients 

due to the jet, hdin ,  for the impingement region and the laminar boundary layer region around it 

are exponentially reduced to the coefficients resulting from internal natural convection over a 

a. A complete list of variables is found in the Nome11clature 
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time period that ia longer than the time it takes the jet to drain, tdrtM . This relationship is shown 
below. 

Stapation Region: 

. ,  -t l iNu.Jc}fl l h• • h• + exp , ... / A  Di« - h• . (C-4) 

Laminar Boundary Layer Region: 

The Nusselt number for the jet stagnation region and for the laminar boundary layer region were 
modeled baaed on simulated experimentsc-z and analysisC-l of the impingement of liquid jets on a 
wall with possible simultaneous melting and freezing. The complete formulations are provided in 
Reference C-4. 

The transition from jet impingement stagnation heat transfer to the natural convection 
regime assumes that there is no substantial period over which the melt pool would be completely 
stagnant. This assumption is based upon the assumptions: (a) that most of the melt arrives in a 
molten state, and (b) that the characteristic time for the onset of natural convection is short 
compared to the time of interest (several hours). The first assumption is based upon TEXAS 
calculational results discussed in Section 3.2. The second assumption is based on results from 
dimensional analyses, which indicate that the timescale for the onset of natural convection is 
much less than one hour. c.-. 

Internal heat generation resulting from fission products causes some of the pool to remain 
molten and can cause significant internal natural convection. The only appropriate correlation for 
the heat transfer coefficient to the lower crust, hdc , for a hemispheric molten zone with tntemal 

beat generation, Q,.1, was found from the work of Jahn and Reineke:C·! 

(C-6) 

where 

(C-7) 
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while 

Rcrw� + h 
R,. .  -.... 2-

and 

f(•) • 0.2 ' - 20 f(•> • 0.2 + 1 .8 ss 
f(cp) • 2.0 

if cp < 20 dtgre1s 
if 20 < cp < 1S dqrr1s 
if ,. > 1S d1gre1s . 

{C-8) 

(C-9) 

The variation of the heat flux u a function of the angle, tp, is given by the experimental and 
theoretical work done by Jahn and Reineke.c.s (See Figure C-1 for the definitions of fl, RCI'IUI, 
and h .) 

The overall heat transfer coefficient for heat transferred from the pressure vessel to its 
surroundings is represented by a heat transfer coefficient through the outer half of the pressure 
veaael thickness, hcond' and a heat transfer coefficient on the outside of the pressure vessel, hpvo. 
The heat transfer coefficient through the half thickness of the pressure vessel is represented by 

(C-10) 

and the overall heat transfer coefficient representing heat transfer to the surroundings is given by 

1 1 1 - · - + - . u out h,ond hpvo (C-1 1) 

r crust 

W717·WHT-t 112·1 t 

Figure C-1 . Definition of geometrical parameters for estimating convective heat transfer from a 
molten pool. c.s 
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Now that the heat transfer upecta surrounding the lower crust are defined, an energy 
• balance can be written which determines the growth of tl)e crust: 

(C-12) 

This balance is done for each control volume section of the pressure vessel, therefore allowing for 
variable lower crust thickness. A major aasumption in this ener&Y balance for the crust is that the 
change in sensible heat of the crust during its growth is small compared to the latent heat 
released during its growth; i.e., Lctu.r� > > cJNI' where Lctu.r� is the latent heat of fusion, and c � T is 
the change in the average crust thermal energy over the time period of interest. For calcufations 
in Section 3.2, this inequality holds, and the assumption is reuonable. 

For the upper energy loss, the heat transferred from the upper surface of the melt pool ' to 
the saturated water (S84 K, 10 MPa) is now examined. Film boiling and radiation are the initial 
heat transfer modes expected. This is bued on the fact that the interface temperature is above 
the critical temperature of water and nucleate boiling would not occur in such a circumstance. 
Total heat flux up from the pool is determined by an overall energy balance based on two-phase 
flow C-', C-7, c.a and is given by 

q ll • q " + 0 1Sq 11 fb, fb,JUb • , • 

The film boiling heat transfer from the upper surface of the melt pool while the jet is still 
draining is given by the correlationc.a 

q II fb = 0.425 �Pf - Pg)P,ktzfl 

i�P,0� P,r 

The heat transfer to the water due to radiation is given by 

q II r • o,.c�� - T"bcdk] . 

(C-13) 

(C-14a) 

(C-14b) 

(C-15) 

A.n emissivity of 0.8 was assumed for the debris crust based on known properties. These 
correlations are used directly for the heat transfer from the melt pool until the jet stops draining, 
at which time it is assumed that a stable crust can form on the surface of the melt pool. Once 
the crust forms, an overall heat transfer coefficient representing the heat transfer to the water 
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must be obtained. Again, the overall heat transfer coefficient can be used because it is assumed 
that the heat transfer through the crust is equal to the heat transferred into the coolant. Noting 
from Equation C-1 that the heat transfer coefficient through the crust is given by 

kcrwt hcnut = -&CI'IU'I 
(C-16) 

while the heat transfer coefficient for film boiling and radiation from the crust to the water is 
given by 

q ll 
h = "'' Jb' T - T 1111 ltlt 

(C-17) 

where q 11 fbt is calculated using Equation C-13 with TP replaced by T 1111 , the interface 
temperature at the upper surface of the crust. The overall heat transfer coefficient from the pool 
to the water is a combination of the heat transfer through the crust and the heat transfer 
coefficient from the crust to the water: 

(C-18) 

As the upper crust thickens and the interface temperature decreases, it is expected that film 
boiling will cease. Experience indicates that the minimum film boiling point would occur at this 
critical temperature ( 647 K), and eventually nucleate boiling will occur on the upper crust surface. 
In order to be consistent (i.e., keep the heat flux through the crust equal to that removed from 
the crust), the interface temperature was calculated by equating the heat flux through the crust 
and the heat flux given by nucleate boiling, q 11 NB 

( 1
3.03 

11 = � hfg 1 .0 cpf TP - T sa�) q NB 70.7Q1�4�3.M03��===
�

==� �--h�
�;�.7� (C-19) 

�Pf - Pg) 
with TP replaced by the interface temperature. This modeling approach results in the 
instantaneous removal of energy from the upper crust resulting in a steeper temperature gradient 
in the crust. The heat flux increases correspondingly to the representative heat flux given by the 
nucleate boiling correlation. As the interface temperature continues to decrease, the heat 
transfer due to natural convection becomes important. Therefore, the heat flux is now given by 

q ll = q ll + q ll - q ll 
t NB NC ONB (C-20) 
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where q 11 ONB is the heat flux at the onset of nucleate boiling (negligible) and the heat flux due 

to natural convection q 11 NC is given by Collier:c-6 

(C-21) 

The heat transfer to the upper crust from the molten pool due to convection from internal 
heat generation is given by

e-s 

(C-22) 

where the above variables were defined during the discussion of the heat transfer to the lower 
crust. 

The energy balance to determine the growth of the upper crust is very similar to that of the 
lower crust: 

(C-23) 

As noted above in the discussion about the energy balance for the lower curst [Equation (C-12)], 
these energy balances assume that the change in sensible heat of the crust during its growth is 
small compared to the latent heat released during its growth. 

In order to put the model together, an energy balance centered around the heat in and out 
of the melt pool is used. Two differf .. �. balances are needed, the following energy balance is 
applied while the jet is still draining, 

(C-24) 

while this balance is applied after the jet has ended: 
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The temperatures in the pressure vessel are incremented appropriately according to the 
equation 

(C-25) 

(C-26) 

One should remember that this energy balance follows the average temperature of the vessel wall, 
Tv, as it changes with time due to heat flow in from the melt pool and heat flow out to the 
ambient. The continuity of heat fluxes at the inner and outer vessel surfaces were then used to 
determine the through-wall vessel temperatures, such as shown in Figures 3-14( a) and 3-15( a). 

Other aspects of the TMI model that should be mentioned are the effect of the freezing 
temperature range on the solid fraction and, consequently, its effect on the viscosity of the molten 
pool and the effect of the porosity on the thermal conductivity of the crust. When the 
temperature of the melt pool falls below the liquidus temperature of the debris (2,850 K), the 
solid fraction in the molten pool will become a factor in the analysis. The solid fraction to 
temperature relationship in the freezing range has been taken to be linear. That is, at 2,850 K, 
the solid fraction of the melt pool is equal to zero; at 2,750 K, the solid fraction is equal to 0.5; 
and at 2,650 K (i.e., the solidus temperature), the solid fraction is equal to 1 .0. The viscosity 
change due to the increase in solid fraction is important, as it plays a role when calculating the Ra 
number for the heat fluxes due to internal heat generation. The relationship between solid 

fraction, Xs , viscosity of the pool, Jlp ,  and viscosity of the jet, llje� , is shown below:c-9 

(C-27) 

The porosity in the crust will decrease the thermal conductivity. The relationship between 

porosity, P crust ' and thermal conductivity of a solid with and without porosity, kpor, and k, , 
respectively, was obtained from Olanderc-to 

kpor - 1 
- p CTUSl 

k; - 1 + («"' - 1 )P CTUSl 

where «1r is the shape factor equal to 1 .5 for equal size spherical pores. 

(C-28) 

Heat transfer from the vessel at temperature, T vt to the containment at temperature, Ta, is 
modeled using a heat transfer coefficient, hpvo' that considers losses via natural convection and 
radiation (i.e., hpvo = hconv + h,ad)· The convective component of this coefficient, hconv' was 
estimated to range from 6 to 30 W/m2K, based upon typical values cited in Reference C-1 1  for 

C-9 



natural convection. The radiative component, h,ad, was calculated to range from 20 to 65 W/m2K 
using the following equation:c·12 

h,ad = osb e� (� - �) 
Tv - Ta 

(C-29) . 

Hence, the heat transfer coefficient on the outer surface of the vessel is estimated to range from 
30 to 100 W/m2K. 
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Appendix D 

Best Estimate Calculations 
for Tube Weld Failure 

IDADS 
Pressure loads. FP 
OD = 0.0254 m (1.0 in) 0·1 
P = 15£6 Pa D-l 

where OD is the outer diameter of the instrument tube and P is the system pressure. 

FP = (15E6 Pa)(tr/4) (0.0254m)2 = 7601 N 

Deadwei&ht loads. Fd 

ID = 0.01554 m 0·1 
OD = 0.0254 m D-1 
L1 = 5.47 m0·3,a 
p = 8400 kg!m3 

where JD is the inner diameter, OD is the outer diameter, L is the length of the instrument tube 
to the nearest unistrut support, and p is the density of lnconel-600. 

Fd = (5.47 m) (p/4)[(0.0254 m)2 - (0.01554 m)2](8400 kg!m3) (9.8 m!sl) 
Fd = 143 N 

Total force on weld. F10taJ 

SHEAR AREA OF TilE WElD, As 
OD = 0.0254 m 
Lw = 0.01365 mb 

where OD is the outer diameter of the instrument tube and Lw is the length of the weld below 
the vessel cladding. 

A, = tr(0.0254 m) (O.Ol365 m) = 1.089£-3 m2 

a. Personal communication with Babcock & Wilcox personnel, September 1992. 
b. Babcock & Wilcox drawing # 126971E6, October 1991. 
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APPLIED SHEAR STRESS 't AND EFFEC11VB STRESS, o11111 

't = F wuJA, = (7744 N)/(1.089E-3 m2) = 7.11E6 Pa 

Ovm = 1. 7..=?' T  = 12.32£6 Pa (1. 786 ksi) 

UL11MA1E STRENGnl MARGIN TO FAILURE, MF 
MF = 1 - avmfSu = 1 - 12.32£6/30. 78E6 = 0.60 = 60% 

where ovm is the von Mises effective stress, and Su is the ultimate strength (30. 78 MPa) of 
Inconel-600 at 1,348 K (2,450°R) obtained from high temperature tensile tests.0-4 

Note: At 1 ,348 K, Su is 35 MPa; at 1 ,373 K, Su is 27 MPa. 

11MB TO CREEP FAILURE USING IARSON-MJI.I.ER PARAMETER, t, 
LMP = 36.196 - 8.9433{log( ovmJ] 
log(t,) = (LMP)(1000)/T - 13 

where LMP is the Larson-Miller parameter, ovm is the effective stress (in ksi), and T is the 
temperature (0R). These equations are fit from high temperature creep rupture experiments.0-4 

LMP = 36.196 - 8.9433{log(1. 786 ksi)] = 33.943 
log(t,) = (33.943)(1000)/(24500R) - 13 
t, = 7.2 h 

95% CERTAIN1Y LIMITS FOR IARSON-MU.T.ER PARAMETER 

LMP(95%) = LMP + 2.069SD 

SD = 0.42691 [0.90909 + {log( avmJ - 0.86372}2/1.09944]0·5 

where ovm is the Mises effective stress (in ksi).D-4,D-S 
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Appendix E 

Results from Verification Calculations 
for Localized Effects Model 

E.1 Summary 

The verification of the shell model (TSM) used to evaluate the potential for localized vessel 
failure has provided several insights into the applicability of this program for use in lower head 
severe accident structural response calculations. First of all, it must be remembered that the 
purpose for developing this program was to provide a fast-running solution to predict the collapse 
of a localized portion of the vessel wall, resulting from hot spots in a debris bed resting on the 
lower head. Thus, the program would be appropriate for scoping parameter studies in various 
accident scenarios. Results of the benchmark problems used in this verification effort indicate 
that TSM performs well for its intended purpose. 

TSM was benchmarked against an ABAQUsE·t axisymmetric solid finite element model using two 
hot spot load cases. One load case consisted of a moderate thermal gradient in the hot spot 
region and an internal pressure of 45 MPa, and the second case represented a more severe 
temperature gradient in the hot spot region and an applied pressure of 55 MPa. These pressures 
were selected to enhance plastic deformation through the thickness of the wall and are several 
times greater than the 15.5 MPa expected in reactor operations. The choice of these pressures did 
help to identify a portion of the disagreement between ABAQUS and TSM. 

In the cooler bOundary areas of the hot spot and the cooler portion of the vessel wall under the 
hot spot, which was basically that portion outside the vessel midsurface, hoop and meridional 
stresses were within 4% of the ABAQUS model results. TSM generally underpredicted the 
strains in both of these benchmark hot spot cases. Because TSM is based on shell model 
assumptions, which neglect radial stresses through the vessel wall, it underpredicted stresses and 
strains in the hoop and meridional components in the very hottest areas of the model. This was 
because the vessel material was relatively soft in these areas at the load case temperatures and the 
radial stresses, as calculated in the ABAQUS model, were of the same order as the hoop and 
meridional stresses. Thus, the Poisson effect from the radial stresses would significantly affect the 
hoop and merididnal components. TSM underpredicted hoop and meridional stresses by as much 
as 60% in these hottest areas, where the stresses were typically two orders of magnitude lower 
than the peak values on the shell outer surface. Total strain comparisons ranged from 
underpredictions of 24% on the inside surface to 1 1% on the outside surface in the hot spot 
region for the severe thermal gradient load case. In the cooler boundary areas strain comparisons 
ranged from underpredictions of 13% on the inner surface to 7% on the outer surface. 
Examinations of the plastic strains indicated that plasticity of the wall had propagated from the 
outside inward one Gauss point further in the ABAQUS model than in the TSM model for the 
two hot spot load cases. 

It should be noted, however, that the cooler outer portions of the vessel wall carry the majority of 
the pressure load in these cases and that vessel wall material yielding eventually begins at the 
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outer surface and propagates inward to fmal failure. Hoop and meridian stress levels are typically 
3S times higher in the outer portions than the inner regions of the vessel wall. Thus, model 
accuracy in these high stress areas is most crucial to accurate predictions of vessel failure margins. 

The benchmark thermal load cases included a maximum internal pressure of 45 to 55 MPa, 
while an accident condition would result in maximum pressures no greater than around 15 MPa. 
Therefore, additional cases were examined where the thermal loadings of both hot spot load cases 
were applied to TSM and ABAQUS models with an internal pressure load of 15 MPa. For the 
moderate thermal load case, TSM calculatefi stresses in the inside third of the wall 13% lower 
than those of ABAQUS, while the remaining portion of the wall was within 3%. The severe 
thermal load case stresses were an average of 4% lower than the ABAQUS model results 
throughout the wall. Total meridian and hoop strains ranged from underpredictions of 16% on 
the inside to 2% on the outside portions of the vessel wall in the hot spot region and within 5% 
in areas away from the hot spot. This represents a substantially better agreement than the same 
thermal conditions at elevated pressures and indicates TSM assumption of negligible radial stress 
is acceptable for loading histories representative of accident conditions. 

E.2 Jntroductlon 

Verification calculations were undertaken to compare results from the localized creep 
rupture model, described in Section 4.2.2 and Appendix D of Reference E-2, and a finite element 
model developed with the ABAQUS code.8•1 As described in Reference E-2, Section 4.2.2 and 
Appendix D, the localized creep rupture model, which was developed at the University of 
Wisconsin, Madison, is a finite difference shell theory �odel. Several benchmark problems have 
been performed to compare results from TSM (see Figure E-1) and the ABAQUS finite element 
code, which used an axisymmetric continuum model (see Figure E-2). The remainder of this 
appendix is divid� up as follows: Section E-3 details the four benchmark problems, Section E-4 
describes TSM and ABAQUS models, Section E-5 discusses the results from the first two 
(spherically symmetric) benchmark problems, Section E-6 includes the results from the remaining 
two (localized thermal loading) benchmark problems, and Section E-7 gives conclusions. 
Variables used in this section are defined in the Nomenclature. 

E.3 Description of Benchmark Problems 
and Material Properties 

Four benchmark problems were suggested• as verification calculations for TSM. The suggested 
problems were refined during the analysis to reach required final states; specifically, the relative 
contributions of thermal and pressure loadings were modified to achieve plasticity one-quarter of 
the way through the thickness at some location along the shell. The purpose of the problems was 
to determine the ability of TSM to accurately resolve the spatial variation of displacement, stress, 
and strain fields in the vicinity of a localized thermal loading (hot spot). None of the problems 
included creep in the material response; creep introduces complexities in the material model and 

a. Professor R. H. Dodds, member of the TMI-2 Structural Mechania Peer Review Group, University of 
Illinois at Champatp-Urbana, letter to S. A. Ch,vez, INEL, regarding benchmarking calculations of model 
for predicting localized rupture (Consulting Agreement 94-160236-HRS-284-92), July 20, 1992. 
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201 nodes on the meridian 

Distance to meridian, r.. • 2.2 m, thickness = 1 2.7 em 

Figure E·1 . The shell model (TSM). 

1 0  through-thickness elements 

272 elements on the meridian 

8-node, isoparametrlc elements (axisymmetric) 

Figure E·2. ABAQUS model. 
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global solution algorithms but not in the ability to represent the spatial variation of the compute� 
fields. The four problems considered were: 

1. Internal Pressure Only: This problem tested the elastic response of TSM by ramping an 
internal pressure load to 10 MPa while employing material properties at 300 K. The 
problem was essentially one-dimensional with no variation along the meridian. This problem 
is shown as Case I in Figure E-3. 

2. Internal Prciaure, Backpouod Temperature: This problem t�ted the elastic-plastic 
· response by employing an internal pressure and a background temperature profile. The 
response was one-dimensional. The desired final state must show plasticity penetrating 
one-quarter of the wall. The problem was run by taking the initial state as 0 MPa internal 
pressure, and inside and outside surface temperatures (T u. Tow) at 300 K. The subsequent 
state of 10 MPa, Tin at 900 K and T OUl at 700 K (and a linear temperature gradient 
through-thickness) was reached by linearly ramping both pressure and temperature. This 
second state corresponded to the background state for Problems 3 and 4. At this point, 
yielding initiated at the outer surface of the shell in TSM. Continued ramping of both 
temperatures and pressure to reach the desired final state was found to be unacceptable 
because of the progressive softening of the shell at elevated temperatures (above 1 ,000 K). 
The desired final state was reached by ramping the pressure to 35 MPa while holding Tin 
and Tow at 900 and 700 K, respectively. This problem is shown as Case II in Figure E-3. 

3. Internal Pressure, Moderate Localized Thermal Loading: This problem tested the 
elastic-plastic response by employing a moderate localized thermal loading onto a 
background internal pressure and temperature profile, producing a two-dimensional loading 
with modest gradients along the meridian directly underneath the hot spot. The desired final 
state must show plasticity penetrating one-quarter of the wall. The problem first established 
the spherically symmetric state described in Problem 2 ( 10 MPa pressure, temperature field 
of Tin at 900 K and T0"' at 700 K, linear through-thickness temperature gradient). At this 
point, a moderate localized thermal loading was applied. This loading consisted of ramping 

the temperature at the bottom inner surface to 1. ,400 I{ (at f) = 0), with a linear gradient to 

the outside surface and to the background profiic at • = 0. 1 (see Figure E-1). Then the 
internal pressure was increased to 45 MPa to reach the final state. This problem is shown as 
Case III in Figure E-3. 

4. Internal Pressure, Severe I.Dcalized Thermal Loading: This problem tested the elastic-plastic 
response by employing a severe localized thermal loading onto a background internal 
pressure and temperature profile, representing a two-dimensional problem with pronounced 
gradients along the meridian. The desired final state must show plasticity penetrating 
one-quarter of the wall directly underneath the hot spot. The problem first established the 
spherically symmetric state described in Problem 2 (10 MPa internal pressure, temperature 
field of Tin at 900 K and Tout at 700 K, linear through-thickness temperature gradient). At 
this point, a Type 2 (hot lump defined by Equation 4-54, Ref. E-2) temperature distribution 

was applied over 0 < , < 0.1 ,  with a peak temperature of 1 ,400 K. This temperature 
profile was more severe than that of Problem 3 due to the nonlinearity of the distribution. 
Then the internal pressure was increased to S.S MPa to reach the final state. This problem 
is shown as Case IV in Figure E-3. 
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Figure E-3. Benchmark problem loadings. 
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The material properties required for these analysea included Young's modulus aa a function of 
temperature, mean thermal expansion coefficient as a function of temperature, and yield strength 
and plastic deformation characteristics aa independent of temperature. The material properties 
used were taken from Reference E-2 (Appendices B and E) and Reference E-3. Poisson's ratio 
was taken as independent of temperature as " == 0.29. 

E.4 TSM and ABAQUS Modele 

The spatial model for TSM calculations was made using the axisymmetric representation 
r,/r m • f with 201 nodes, where r11 is the horizontal distance from the vertical axis and r m is the 
initial radius of the vessel middle surface (see Figure E-1). The model represented a spherical 
head with a mean radius, rm, of 2.2 m and a uniform thickness of 12.7 em. 

The ABAQUS model consisted of a quarter sphere that utilized axisymmetric solid (8-node, 
isoparametric with reduced integration) elements. The model was meshed with 10 elements 
through the thickness and 272 along the meridian (uniformly spaced), giving approximately square 
elements. The free ends of the quarter sphere were restrained for symmetry, the loading 
conditions and geometry being symmetric about the two global axes. A second ABAQUS model 
was prepared with 1S elements through the thickness and 408 along the meridian. Both 
ABAQUS models were evaluated using ABAQUS, a multi-purpose finite element solution 
package, for all four benchmark problems. The output data (stress, strain and displacement) for 
the two ABAQUS models were compared, and the results showed that the data were within less 
than 1%. This indicated that the mesh refinement of the first ABAQUS model was sufficient to 
accurately describe the response for the benchmark problems. Only the results of the first 
ABAQUS model were compared to those of TSM in the following sections. Figure E-2 outlines 
the ABAQUS model. 

Note that the ABAQUS model was developed so that nodes in both TSM and ABAQUS 
models overlapped at l == 0, 0.1 ,  0.2, 0.3, 0.4, O.S and 0.6, corresponding to TSM node numbers 1 
(shell bottom), 21, 41, 61, 81, 101 and 121 (see Figure E-1). The through-thickness location of 
information differed in the two modelsr with TSM providing information at ten Gauss points 
through the thickness, while ABAQUS calculated jnformation at element integration points, then 
interpolated (and averaged) that information at the nodes. This latter difference required 
interpolation of results from the ABAQUS nodes to TSM Gauss points in order for the 
comparison of results to be made. All comparisons using average data weighted each data point 
equally, unless specified differently in the discussion. In the spherically symmetric problems 
(Benchmark Problems 1 and 2 only) the results were identical on all radial lines and only one set 
of output information was given. 

E.5 Results of Benchmark Problem• 1 and 2 

Benchmark Problems 1 and 2 were spherically symmetric problems. A separate means of 
evaluating TSM exists in that closed-form solutions are available for infinitesimal deformation, 
constant elastic property problems with arbitrary temperature distributions through thickness. 
Since some insight into the shortcomings of TSM can be gained by obtaining closed-form 
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solutions, the reaulta are summarized below. In a spherically symmetric problem, the meridian and 
hoop strains and streaaea become identical and the radial equilibrium equation is: 

do, 2 (o, - oJ 
'(I; + r • 0 . 

The Hooke's Law relationships are 

0 • E (•, - • r) + [vE (e, - • r + 2 (•, - • r))] 
' 1 + v ( 1 + v} ( 1 - 2v} 

0 • E (•, - • r) + [ vE (•, - •r + 2( •, - • r)) ] 
• 1 + v (1 + v) (1 - 2v) 

Using the strain/displacement relationships: 

du u e • - and e • -, dr • r 

the Hooke's Law form of the stress/displacement relationship may be substituted into the 
equilibrium equation to obtain a second-order equation for u: 

The complete solution of which is 

(E-1) 

(b-2) 

(E-3) 

(E-4) 

(E-S) 

(E-6) 

subject to the resolution of constants C1 and <;. If the requirements are that o, = -p at r = a 
and a, = 0 at r = b, then the strains can be shown to be 

1 
• 

1 - 2v p [ {albf + (1 + v) (a/rf] + 2 (1 - 2v)ercw[1 + (1 + v) {a/r}3] 
• 1 - {a/brE 2(1 - 2v} 3 (1 - v} 2 {1 - 2v} 
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e = 

, 

+ 1 + v Jb e ,12 dr' 
(1 - v)r2 a T 

1 -2v p[{a/b)3 _ {1 + v) {a/r)3] + 2 (1 - 2v}eTavl1 _ (1 + v) {a/r)3] 
1 - (alb r E 2 ( 1 - 2v) 3 ( 1 - v) 2 { 1 - 2 v) 

(1 + v}r.T 2(1 + v)Jb 12 1 + - eT r 'dr . (1 - v) (1 - vl' a 

where eTav is the average thermal strain, defined as 

(E-8) 

(E-9) 

In Benchmark Problem 1 (see Figure E-3), a purely elastic response showed that stresses 
and strains varied through the thickness for the exact solution (from closed form equations) and 
ABAQUS. The stress and strain results of the exact and ABAQUS solutions were within 1%. 
TSM stress and strain results were constant throughout the thickness at the calculated average for 
the shell. 

For an internal pressure of 10 MPa with the inner surface temperature brought to 900 K 
and the outer surface temperature brought to 700 K (from initially 300 K), a purely elastic 
analysis produced TSM stresses that varied throughout the thickness. Those stresses were within 
2% of the values for the exact solution. However, TSM strains were constant throughout the 
thickness at the calculated average for the shell. The most obvious shortcoming of TSM is in the 
isothermal probl�m. With the strains formulated as, for instance, 

and the deformed radius of curvature related to the initial radius of cutvature through 

R = 
R., (1 + e.,.) 

• (1  + P' /�} 

(E-10) 

(E-11)  

then in spherically symmetric problems ({J = fP = 0), substitution of R •  = RfiO (1  + e.,. ) into the 
strain measure [see Equation (E-10)] yields 

(E-12) 
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i.e., no through-thickness dependence. The exact result shows the strain measure has a constant 
component and a component that scales inversely to distance cubed. The shortcoming is of less 
consequence in the problem with a temperature gradient through the thickness because the 
gradient in thermal strain provides a much larger bending component of stress than is obtained 
from the finite thickness of the shell. 

In Benchmark Problem 2 (see Figure E-3), yielding occurred approximately 1/4 way through 
the thickness after ramping the internal pressure to 35 MPa. The ABAQUS data was 
interpolated to coincide with TSM Gauss point data. Since TSM results varied somewhat from 
ABAQUS, a comparison of the difference was in order. The comparison used the ABAQUS 
results as the baseline. TSM values for meridional stress were on the average 1.0% below 
ABAQUS in the outer two-thirds of the wall. In the inner one-third of the wall the meridional 
stress levels predicted by TSM were an average of 50% below those given by ABAQUS. That 
underprediction was due to the radial stresses in the area, whose magnitudes were on the same 
order as those of the meridional stresses. TSM assumes that the radial component of stress was 
negligible throughout the model. That assumption was not true in the inner third of the wall, and 
TSM meridional stress levels reflected that error. Benchmark Problems 3 and 4 discuss that 
assumption in detail. 

TSM values for total meridional strain averaged 1 %  below ABAQUS. The ABAQUS plastic 
strains began one Gauss point location closer to the inside surface than those of TSM. However, 
TSM meridional plastic strains were an average of 1% above those of ABAQUS. 

E.6 Results of Benchmark Problems 3 and 4 

A far greater amount of output information was associated with Benchmark Problems 3 
and 4 because the hoop and meridian stresses and strains were not generally identical and those 
states varied along the shell meridian. In Problem 3, the inner surface temperature was raised to 
1,400 K (over the defined local area), then the pressure was raised to 45 MPa to get yielding 1/4 
way through the thickness in the vicinity of ffJ = 0. Yielding occurred to a greater extent under 
these conditions at positions away from the bottom (edge of shell at ffJ = 0) of the shell. In 
Problem 4, the inner surface temperature was raised to 1 ,400 K (over the defined local area), 

. then the pressure was raised to 55 MPa to get yielding 1/4 way through the thickness at the shell 
bottom. Again, yielding was more severe away from ffJ = 0 in this case. 

E.6.1 Problem 3 Results 

The moderate localized thermal loading applied in this problem is shown in Figure E-3. The 
pressure was raised to 45 MPa to get yielding 1/4 way through the thickness in the vicinity of 
ffJ = 0. It is of interest that yielding occurred to a greater extent under these conditions at 
positions away from the bottom (edge of shell at ffJ = 0) of the shell. Due to the volume of data 
and locations available in the models, the evaluation was limited to 7 specific meridional points 
and their 10 associated through-thickness Gauss point locations. Four of the meridional points 
were within the hot spot, one on the inside edge (near ffJ = 0), two in the middle, and one near 
the outside edge. The fifth through seventh points were outside of the hot spot, the fifth being 
near the outside edge of the spot, the sixth and seventh being well away from it (see Figure E-1). 
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A graphical representation of the comparison between TSM and ABAQUS meridian and 
hoop stresses is given in Figures E-4 through E-10. Note that TSM meridian and hoop stresses 
inside the midplane in the hot spot underpredicted those calculated by ABAQUS. This portion 
of the wall was ,very soft because of the temperature profile and the material definition. A small 
percentage of the total load was carried by this half of the wall. It is noted that because of the 
softness of the wall the radial component of stress up to the midplane maintained a magnitude 
higher than that of the hoop and meridian stresses. The underprediction of hoop and meridian 
stresses by TSM was largely due to the absence of a radial stress component in TSM model. This 
was confirmed by comparing the ABAQUS and TSM results at the same thermal conditions at a 
lower pressure (discussed below). As discussed in Reference E-2, Section 4.2.2 and Appendix D, 
TSM solution scheme assumed that radial stresses were negligible. This was true beyond the 
midplane in the hot spot since the radial stresses quickly decreased to zero at the outside surface 
while the hoop and meridian stresses increased by a factor of 50 to 100. TSM meridian and hoop 
stresses in this area underpredicted those calculated by ABAQUS by about 2%. This portion of 
the wall carried the majority of the load, and shell yielding propagated from the outer surface 
inward. Near the outside edge of the hot spot (point 61) and far-field (points 81 through 121), 
meridian and hoop stresses were about 18% lower in the inner 30% of the wall than predicted by 
ABAQUS, while the stresses over the outer 70% of the wall were within 3%. 

TSM solution' scheme and model were prepared for the purpose of predicting a particular 
failure mechanism (a bulging/shear-through type due to a. local hot spot) in a reactor vessel lower 
head during an accident scenario. It is important to note that Benchmark Problem 3 included a 
maximum internal pressure of 45 MPa where an accident condition would specify maximum 

, pressures closer to 15 MPa. Therefore, the moderate localized thermal loading of Problem 3 was 
applied to TSM and ABAQUS models with a maximum internal pressure load of 15 MPa. 
Figure E-11 shows the comparison of the hoop and meridian stresses of the two models for node 
point 41 (located in the middle of the hot spot). TSM stresses in the inside third of the wall were 
13% (or less) lower than those of ABAQUS while the remaining portion of the wall was within 
3%. These levels of agreement are representative of all points examined along the meridian 
(1, 21, .. 121) and indicate that the discrepancies in Figures E-4 through E-10 are rooted largely in 
the absence of a radial stress in TSM and not the severity of the temperature gradient. 

TSM total meridian and hoop strain results for Benchmark Problem 3 underpredicted the 
values calculated by ABAQUS on an average of 3.6%. Figure E-12 gives the comparison of total 
hoop and meridian strains for node 41, which is typical of all node locations. 

TSM Benchmark Problem 3 results at the middle of the hot spot (nodes 21 and 41) showed 
that plastic strains (meridian and hoop) began at the seventh Gauss point location (of 10 total) 
from the inside surface and increased to the outer surface. ABAQUS results identified plastic 
strains beginning at the sixth location and increasing to the outside surface. The difference was 
100% for the seventh location (where plastic strains were smallest), then decreased for each 
successive location to an average of 8% at the outside surface (where plastic strains reached a 
maximum). Outside of the hot spot (nodes 81 through 121), the plastic strain in both models 
began one Gauss point location closer to the inside surface. The difference in plastic strains was 
100% for the fourth location {where plasticity began in the ABAQUS model) but averaged 9% or 
less for the entire outer half of the wall. 
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Figure E-12. Problem 3: node 41 strains. 

E.&.2 Problem 4 Results 

The severe localized thermal loading for this problem involved a nonlinear temperature 
distribution (see Figure E-3). The pressure was raised to 55 MPa to get yielding 1/4 way through 
the thickness at the shell bottom. Again, yielding was more severe away from fP = 0. The same 
meridian points and their associated through-thickness Gauss point locations were evaluated as in 
Problem 3. 

A graphical representation of the comparison between TSM and ABAQUS meridian and 
hoop stresses is given in Figures E-13  through E-19. Note that TSM meridian and hoop stresses 
up to the sixth Gauss point location (just beyond the midplane) in the middle of the hot spot 
underpredicted those calculated by ABAQUS. This area of underprediction was larger than the 
underpredicted area in Problem 3. This portion of the wall was very soft because of the 
temperature profilt:; and the material definition. A smaU percentage of the total load was carried 
by this portion of the wall. Because of the softness of the wall, the radial component of stress up 
to the fourth Gauss point location from the inside surface maintained a magnitude higher than 
that of the hoop and meridian stresses. As in Problem 3, the underprediction of hoop and meri
dian stresses by TSM was largely due to neglecting the radial stress component in the calculations. 
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Figure E-1 7. Problem 4: node 81 stresses. 
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Figure E-1 8. Problem 4: node 101 stresses. 
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As discussed in Reference E-2, Section 4.2.2 and Appendix D, TSM solution scheme assumes that 
radial stresses are negligible. This was true beyond the sixth Gauss point in the hot spot, since 
the radial stresses quickly dropped off to zero at the outside surface while the hoop and meridian 
stresses rose by a factor of 50 to 100. TSM meridian and hoop stresses in this area 
underpredicted those calculated by ABAQUS by about 4%. This portion of the wall carried the 
majority of the load, and shell yielding propagated from the outer surface inward. The far-field 
(points 101 and 121) meridian and hoop stresses were within an average of 4% of ABAQUS 
values for the entire wall. 

Next, TSM and ABAQUS models were evaluated with the severe localized thermal loading 
of Problem 4 applied with a maximum internal pressure of 15 MPa. Figure E-20 shows the 
comparison of the hoop and meridian stresses of the two models for node point 41 (located in the 
middle of the hot spot). TSM stresses throughout the wall were an average of 4% lower than 
those of ABAQUS. The agreement between ABAQUS and TSM in the more severe 
temperature gradient at 15  MPa pressure is comparable to the agreement between the two 
models in a moderate temperature gradient at 15 MPa pressure, indicating again that the absence 
of radial stress in TSM is primarily responsible for the differences between the two models at 
elevated pressures. 

TSM total meridian and hoop strains in Benchmark Problem 4 underpredicted the values 
calculated by ABAQUS by up to 24% on the inside surface to near 10% on the outside for 
locations within the hot spot at elevated pressures. Away from the hot spot those values were 
reduced to 12% on the inside and 7% on the outside surfaces. For the condition including the 
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Figure E-20. Problem 4 thermal loading with only 15 MPa internal pressure: node 41 stresses. 

Problem 4 thermal loading with a maximum pressure of 15 MPa, the total meridian and hoop 
strains in the hot spot were at most 16% lower than ABAQUS on the inside surface and within 
2% on the outside. Outside of the hot spot all TSM total strains were within 5% of ABAQUS 
values. Figure E-21 compares the total strains of the two models for the Problem 4 thermal 
loading with an internal pressure of 15 MPa. 

TSM results for Problem 4 showed that all plastic strains (meridian and hoop) occurred one 
or two Gauss point locations closer to the outer surface than ABAQUS. Those plastic strains 
increased towards the outer surface. As io Problem 3, TSM plastic meridian and hoop strains 
started at 100% lower values (at the smallest plastic strains), and steadily increased to, at most, 
1% lower values than ABAQUS (where the plastic strains reached maximum values). 

E. 7 Conclusions 

The verification of TSM has provided several insights into the applicability of this program 
for use in lower head severe accident structural response calculations. First of all, it must be 
remembered that the purpose for developing this program was to provide a fast-running solution 
to predict the collapse of a localized portion of the vessel wall resulting from hot spots in a debris 
bed resting on the lower head. Thus, the program would be appropriate for scoping parameter 
studies in various accident scenarios. Results of the benchmark problems used in this verification 
effort indicate that TSM performs well for its intended purpose. 
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Figura E-21 . Problem 4 thermal loading with only 15 MPa internal pressure: node 41 strains. 

The two benchmark problems that applied a localized hot spot (Problems 3 and 4) with an 
internal pressure of 45 to 55 MPa identified that TSM does not accurately predict the stresses in 
the hottest regions. This was due to TSM assumption that the radial component of stress was 
negligible. However, it was pointed out that the hottest areas carry a very small percentage of the 
total pressure load. The assumption of negligible radial stresses was shown to be valid in the 
cooler regions under the hot spot, which is essentially the portion beyond the midplane and away 
from the hot spot. That portion of the wall carried the majority of the pressure load in these 
cases. It was not� that vessel wall material yielding eventually begins at the outer surface and 
propagates inward to final fdlure. Hoop and meridian stress levels are typically 35 times higher in 
the outer portions than the inner regions of the vessel wall. Thus, model accuracy in these areas 
is most crucial to accurate predictions of vessel failure margins. 

Two additional load cases were evaluated that employed the thermal hot spot definitions 
from Problems 3 and 4 with a pressure of 15 MPa. This lower pressure was more representative 
of accident conditions on a reactor vessel. The evaluation of these two cases verified that TSM 
assumption of negligible radial stresses was acceptable for the more representative accident 
conditions. 

TSM total strain comparisons ranged from underpredictions of 24% on the inside surface to 
1 1% on the outside surface in the hot spot region for the severe thermal gradient load case at 
elevated pressureS. In the cooler boundary areas, strain comparisons ranged from 
underpredictions of 13% on the inner surface to 7% on the outer surface. Examinations of the 
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plastic strains indicated that plasticity of the wall had propagated from the outside inward one 
Gauss point further in the ABAQUS model than in TSM model for the two hot spot load cases. 
The magnitude of total strains for Benchmark Problems 3 and 4 were 3 to 5 times lower than the 
plastic strain values. Use of TSM for predicting vessel response is considered acceptable for 
pressure levels at or below 15 MPa. 
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